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1.

ORGANIZATION OF THE MEETING (Agenda item 1)

1.1

Opening of the meeting  (Agenda item 1.1)

1.1.1
The Implementation Co-ordination Meeting on the GTS in Region II was opened at 9.00 a.m. on Tuesday 12 October by Dr Ali Hamed Al-Mulla, Permanent Representative of Qatar with WM0 and Deputy Director of the Department of Civil Aviation and Meteorology. Dr Ali Hamed Al-Mulla extended a warm welcome to all the participants at the session. He stressed the importance of the exchange of meteorological data and the necessity to overcome problems, which could hamper this exchange, such as the Year 2000 problem. He noted that the Department of Civil Aviation and Meteorology needs to develop its expertise in the field of telecommunication in order to make a better use of the existing facilities and the participation of Qatar in the meeting was an opportunity to do so.

1.1.2
On behalf on the Secretary General of WMO, Mr P. Kerhervé welcomed the participants to the meeting.  He thanked the Department of Civil Aviation and Meteorology Meteorological Department for hosting the meeting in Doha. He reviewed the main objectives of the meeting. He noted that the outcome of the meeting would be submitted to the third session of the Working Group on Planning and Implementation of the WWW in Region II, which will be held just after the meeting.

1.1.3
Mr A. Gusev, Chairman of the meeting and co-ordinator of the sub-group on Regional Aspects of the GTS in Region II, stressed the importance of the GTS as one of the basic component of the WWW Programme. He noted that there was already a major upgrading of the GTS in Region II and that there was a need to continue to develop plans to pursue this upgrading.

1.1.4
There were 19 participants from 14 RA II Members and from UK. A list of participants is given at the beginning of this report.

1.2
Adoption of the agenda (Agenda item 1.2)


The meeting approved the provisional agenda without any changes. The agenda is given at the beginning of this report.

1.4
Working arrangements (Agenda item 1.3)


The meeting agreed on its working hours and its work schedule.

2.
REVIEW OF THE STATUS OF IMPLEMENTATION AND OPERATION OF THE GTS IN REGION II (Agenda item 2)

2.1
Status of implementation of centres, circuits and broadcasts, including Year 2000 compliance (Agenda item 2.1)

Point-to-point and point-to-multipoint circuits

2.1.1
Information on the status of GTS point-to-point circuits and broadcasts, as well as plans, is given in Annex to this paragraph (Figures A and B, and table A). In Figure A, the GTS point-to-point circuits are shown with the indication of the total speed of transmission. It can be noted that:

(a)
All RTHs have at least one connection to another RTH operating at a speed higher than 2400 bits/s (at least 7200 bits/s for most of them);

(b) Twelve NMCs have at least one connection to the GTS operating at a speed higher than 1200 bits/s: Almaty, Bahrain, Dhaka, Doha, Emirates, Hanoi, Hong-Kong, Macao, Muscat, Pyong Yang, Seoul and Ulaanbaatar;

(c)
Ten NMCs have connections to the GTS, but all the GTS circuits concerned operate at a speed lower than 1200 bits/s: Ashgabad, Bishkek, Colombo, Dushanbe, Kathmandu, Kabul, Karachi, Kuwait, Male and Yangon; 

(d)
Four NMCs have no connection to the GTS: Baghdad, Phnom Penh, Sanaa and Vientiane.


Table A of the Annex to this paragraph includes also the plans of the GTS centres for the implementation of the GTS circuits.

2.1.2
Seven RTHs operate RTT and/or radio facsimile broadcasts (see Figure B of the Annex to paragraph 2.1.1).

2.1.3 The status of the implementation of the satellite-based systems by the satellite operators is given in Annex to this paragraph. Region II is covered by the following satellite systems: ISCS (primarily ISCS (Pacific)), MDD, MTSAT (planned), TV-Inform-meteo, systems operated by China, India and Thailand, and the UKSF/WWW. It can be noted that the satellite system operated by China was integrated into the RMTN. The UKSF/WWW covers the Region II. 

2.1.4 The status of the reception of the satellite systems is as follows:

(a) Bahrain, Islamic Republic of Iran, Kuwait, Oman, Pakistan, Qatar, Republic of Yemen, Turkmenistan, United Arab Emirates and Uzbekistan are equipped to receive MDD

(b) Russian Federation and Tajikistan are equipped to receive TV-Inform-meteo

(c) Bahrain (CAA), Bangladesh, China (CAA), Democratic People’s Republic of Korea, Hong Kong (China), India, Kuwait, Lao PDR, Maldives, Mongolia (CAA), Nepal, Oman (CAA), Pakistan, Sri Lanka, Thailand, Turkmenistan, United Arab Emirates, Viet Nam  (CAA) and Macao are equipped to receive SADIS

Note: CAA is the abbreviation of Civil Aviation Authorities

(d) China, Hong Kong (China), Japan, Republic of Korea and Viet Nam are equipped to receive ISCS (Pacific.).

2.1.5
The meeting noted that MDD was received by ten centres in the western part of Region II. This showed that MDD played an important role in the distribution of data in this part of the Region.

2.1.6
The above information shows that there was an upgrade of the RMTN during the last two years, which can be summarised as follows:

(a)
For the centres mentioned in the above sub-paragraphs 2.1.1.(a) and (b), there was an increase of the speed of transmission of the circuits connecting those centres to the GTS (e.g. two MTN centres are connected to the MTN by 64 Kbits/s circuits). All RTHs have at least one connection to the GTS at a speed of 2400 bits/s or more.

(b)
The centres mentioned in the above sub-paragraphs 2.1.1.(c) and (d), except for Bishkek, Kabul, Phnom Penh and Yangon, are equipped to receive at least one of the satellite systems.

(c)
The TCP/IP procedures were introduced on eight circuits by eight centres, including seven RTHs.

2.1.7
In accordance with the information provided by 22 GTS centres located in Region II in reply to the WMO letter No. W/AI/T.6 of 11 June 1999, 15 of these centres use Internet. The capacity of the centres to use Internet has increased during the last two years,

Year 2000 problem

2.1.8
The meeting reviewed the vulnerability of the GTS centres as regards the Year 2000 problem. The information compiled during the meeting is included in the Annex to this paragraph.  In the replies to the WMO letter No. W/AI/T.6 of 11 June 1999, Kyrgyz Republic, Macao, Republic of Korea, Sri Lanka, United Arab Emirates, Islamic Republic of Iran and Viet Nam informed that their GTS centre was Year 2000 compliant, and Kazakhstan, Myanmar, Pakistan and Turkmenistan informed that their centre would not be compliant.

2.1.9
The meeting was informed of the Y2K contingency plans developed by an AD HOC meeting on the Year 2000 problem (Reading, July 1999). The meeting emphasised that there are risks for the interruption of the transmission on circuits, in particular low-speed circuits. The meeting stressed that each NMC should consult with its associated RTH to plan for reliable procedures to provide a back-up means(e.g. Internet) to transmit and receive data in case of suspension of the transmission on the circuit linking the NMC and the associated RTH, and that any planned back-up procedures should be tested no later than mid December 1999.

2.1.10
Within the framework of the international Y2K contingency plan, several centres were planning back-up arrangements for the access of the WWW data on FTP servers. Mr H. Ichijo (Japan) informed the meeting of the plan of RTH Tokyo in this respect.

Centres

2.1.11
Participants provided detailed information on the equipment used at GTS centres and on national data collection systems  (see Annex to this paragraph).

2.2

Review of the exchange of observational data and processed information   (Agenda item 2.2)

1998 annual global monitoring
2.2.1
The Secretariat received results of the 1998 annual global monitoring from 19 centres located in Region II. Twelve RA II centres provided monitoring results on electronic media.

2.2.2
The Table A includes a short summary of the monitoring results.The percentages of reports received on the MTN, the percentages of so-called silent stations and the percentages of reports expected to be prepared at stations implemented in accordance with the information given in Volume A of WMO Publication No. 9 (the percentages are calculated with the Regional Basic Synoptic Network (RBSN) as the reference) are given in columns (a), (b) and (c) respectively. 


Table A


(a)
(b)
(c)

Type of data
Reports received
Silent stations
Reports expected to be prepared

SYNOP
79 per cent
5 per cent
95 per cent

Parts A of TEMP
60 per cent
16 per cent
88 per cent

2.2.3
The availability of SYNOP reports is relatively satisfactory while that of parts A of TEMP reports is less satisfactory. Less than 20 per cent of the expected SYNOP reports were received from Afghanistan, Cambodia, Iraq, Kuwait, Lao People’s Democratic Republic, Republic of Yemen and Tajikistan.  The availability of Parts A of TEMP reports is not satisfactory from the northern, south-eastern and western parts of the Region. There was a decrease of the availability of TEMP reports, in particular in the northern part of the Region from 1996 to 1998.

2.2.4
As regards the timeliness of the reception on the MTN, 75, 77 and 79 per cent of the required SYNOP reports were available on the MTN within one hour, two and six hours respectively after the time of observation; 50 and 60 per cent of the required TEMP reports were available on the MTN within two and twelve hours respectively after the time of observation.

2.2.5
The unavailability of reports expected from stations implemented in accordance with the information given in Volume A is due to deficiencies in the operation of the GOS and the GTS.

2.2.6
The comparison of the monitoring results provided by the NMCs, the associated RTHs and the MTN centres showed differences in the availability of the reports at those centres. Those differences could be due to differences in the implementation of the monitoring procedures or to difficulties in the relay of the data on the GTS. The meeting recommended to invite the RTHs to further consider this matter in co-ordination with their associated NMCs. In some instances, the number of reports from an NMC associated to two RTHs received by one of the RTHs was higher than the number of reports received by the other RTH. In such cases, that RTH should arrange for the routeing of the relevant bulletins from the other RTH, even if this may lead to the reception of some duplicated bulletins. 

2.2.7
The meeting noted that reports were received although not mentioned as prepared in Volume A of WMO Publication No. 9. The meeting recommended to invite all WWW centres to review and update the relevant information included in the WMO Publication No. 9.

3.
REQUIREMENTS ON THE GTS IN REGION II (Agenda item 3)

3.1
The meeting analysed Strengths, Weaknesses, Opportunities and Threats (SWOT) with respect to the current RMTN as follows, with a view to identifying salient characteristics required for the future improved RMTN in the Region:

Strengths

· There is an appropriate geographical distribution of 9 RTHs.
·  Funding is understood.
Opportunities

· Some of satellite broadcast services are available in Region II.
· Areas for Internet availability are expanding.
·  Increasing competition and range of services among suppliers leads to falling prices of international telecommunications.  Furthermore, more cost-effective network services are emerging in several areas.
· Increase of standardisation level and availability of open technology facilitate RMTN implementation and operation.



Weaknesses

· Implementation is incomplete and there are still lots of low speed circuits without error correction.  As the result,  parts of essential data are not inserted into the RMTN.
· The RMTN does not meet the distribution requirements in the required time and exchange in binary form, due to the lack of necessary speed and protocols.
· Support and maintenance of the legacy protocols and HF broadcast functions are a burden to RTHs.
· There is no overall arrangement for appropriate and back-up routing.   As the result, Members differ as to their data availability and stability.     
· There is a lack of flexibility in responding to changing requirements and technical developments.
Threats

· Failure to keep pace with technology and to address new requirements could lead users to migrate to other networks outside WMO structure, redirect their investment and so undermine the GTS.
· Some centres fail to catch up or keep up with the modernisation of the RMTN and so weaken the overall RMTN capabilities.
· International telecommunication carriers may discontinue their low speed circuit services.   Some connectivities may disappear from the RMTN. 


Requirements on an improved RMTN     
3.2

The meeting reviewed the requirements on the RMTN in Region II and agreed on the following requirements:

(a)
Collection and dissemination of observational data shall be made within the Region and with adjacent Regions. Observational data distribution shall be made from all NMCs (RTHs) within no more than 15 minutes.

(b)
Processed information to be distributed within the Region should be delivered to each NMC (RTH) concerned within the agreed time.

(c)
Each NMC (RTH) should have the capability to receive the whole set of data available in the RMTN; the minimum rate of transmission should be 2400 bits/s ; the TCP/IP protocol should be used on the RMTN circuits.

(d)
The RMTN should also meet other requirements of the Members on real-time and special data exchange, including requirements of the WMO programmes other than the WWW programmes (transmission of some data can be realised on a non-real-time basis). That exchange of these data should not hamper the exchange of the basic WWW data and products.

(e)
The RMTN should provide transmission of both alphanumeric and binary data of various volumes and types of information (bulletins, charts, files); as examples, the formats of presentation could use GRIB, T4 and BUFR codes.

(f)
The RMTN should provide accuracy (without errors) and reliability of transmission (back-up routes, retransmissions).

(g)
Information should be represented in the appropriate standardised form, acceptable to the recipient.

(h)
The RMTN should have the appropriate interfaces with the MTN and comply with the appropriate standards of the CBS.

(I)
The RMTN should be flexible in respect of the increase of its efficiency as well as the expansion of functions.

(j)
The RMTN equipment should be reliable so as to provide round-the-clock operation and have adequate maintenance support during the operational life.

(k)
The RMTN should be implemented and operated in a cost-effective manner. Each Member, when being connected to the RMTN, shall have a choice from a set of functions depending on its financial and technical potentials.

(l)
The RMTN should make the most use of "open" standard protocols and techniques of data transmission (for example, OSI and INTERNET protocols).

(m)
The RMTN should be flexible in several ways. For instance, it should be possible to accommodate changing requirements for the regional exchange. It should be possible for one or more Members who agree on bi/multi-lateral data exchange to be served by the RMTN, on the understanding that additional costs arising are borne by the Members concerned and the exchange of those additional data should not hamper the exchange of the basic WWW data and products. 

(n)
Management of the network should be significantly improved; Internet or equivalent network should be used to exchange information on the operational status of centres and circuits, including possible arrangements for alternative routes and notification of circuit resumption (with a view to ensuring that the flow of data remains unaffected).

(o)
Security of the RMTN should be provided (protection from unauthorised access, incorrect use, destruction).

(p)
The evolution from the existing status of the RMTN should be achieved without disruption and with at least the same level of service as it is achieved by the existing system. Members concerned should be able to choose for themselves the “intercept point” at which they become full participants in the improved RMTN.

4.
REVIEW OF THE TELECOMMUNICATION TECHNIQUES AND PROCEDURES FOR RA II (Agenda item 4)
4.1

Telecommunication techniques and protocols (Agenda item 4.1)

4.1.1
CBS-Ext.(98) agreed that the TCP/IP protocols should replace X.25 for supporting GTS operations in the future.  The transition to TCP/IP was considered appropriate because:

· Vendor support for X.25 technology was declining and becoming more expensive due to industry concentration on TCP/IP;

· Vendor support for TCP/IP was widely available, and was included in the whole range of hardware/firmware platforms;

· TCP/IP was supporting numerous application utilities available off the shelf, which offered solutions to information communications needs of Members, such as file transfer, electronic mail and other applications;

· TCP/IP provided connectivity between Members in a more flexible and versatile manner than the X.25 based equivalent.

4.1.2 The TCP "socket" procedure was adopted with a view to facilitating the introduction of TCP-IP with MSS facilities, but comprehensive and consistent suites of protocols, such as the FTP, are considered as the long-term solution for the GTS. A special TCP "socket" -based procedure for use on low-quality telephone type circuits has also been successfully implemented by some Members. 

4.1.3
 GTS centres may request the allocation of IP addresses from the WMO Secretariat for the circuits between the GTS centres. Those Class C IP addresses were provided by Meteo-France for the benefit of the whole GTS community. Those IP addresses should only be used for GTS circuits and should not be advertised on the Internet due to security reasonsThe GTS centres must obtain the IP addresses for their hosts from their Internet Service Provider (ISP).

4.1.4 The meeting felt that the question of the IP addresses allocated by the Secretariat should be further considered by the OPAG/ISS:

(a)
For the circuits, which are not included in the RMTN plan (“additional circuits”);

(b)
For the connection between a CPE provided by a MDN service provider and a screening router used by the GTS centre for security reasons.

4.1.5
CBS-Ext.(98) emphasised the need for strong security measures and equipment (firewall, systems configuration) to protect the GTS from the Internet when the two coexist.

4.1.6 The meeting was informed to the outcome of the meeting of the expert team on data-communication systems and techniques (Geneva, September 1999). Mr H. Ichijo (Japan) made a presentation on the introduction of TCP/IP procedures into the GTS in Region II. This presentation includes information on the question of the replacement of X.25 procedures by TCP/IP procedures. The summary of the presentation is available in the WMO FTP server (Documents\www\GTS\icmra2\tcpip).

4.1.7
The meeting noted that the TCP/IP procedures were implemented on eight circuits by eight centres (including seven RTHs) and that there were firm plans to use the TCP/IP procedures on seven circuits connecting, inter allia, five additional centres (including two RTHs).  The nine RTHs are or will use soon TCP/IP procedures on GTS circuits. Only four NMCs (Almaty, Hong Kong, Muscat and Ulaanbaatar) are or will use soon TCP/IP procedures on GTS circuits. Since it is not appropriate to use TCP/IP procedures on low speed circuits, the introduction of the TCP/IP procedures in half of the 26 NMCs located in Region II (see paragraph 2.1.1) cannot be envisaged without increasing the speed of transmission on the circuits linking those NMCs to their associated RTHs.

4.2
Operational matters (Agenda item 4.2)

4.2.1
In accordance with the information provided by 22 GTS centres located in Region II in reply to the WMO letter No. W/AI/T.6 of 11 June 1999, out of these 22 centres

· 20 centres have implemented the exchange of addressed messages
· 9 centres automatically respond to request-reply messages, and  13 centres manually

· 14 centres (including the 9 RTHs) detect and eliminate duplicated bulletins

· 7 centres (including RTHs Bangkok and Tehran) are not ready to accept messages longer than the present limit (3800 octets).

· RTHs Bangkok, Beijing, Jeddah, New Delhi and Tokyo have implemented routeing catalogues and the other RTHs planned to do so.

4.2.2
Two specific monitoring exercises on the exchange of addressed messages on the MTN showed that the exchange of the addressed messages was not fully satisfactory. With a view to mitigating the deficiencies in the exchange, RTH Tokyo prepared a detailed MTN routeing map for addressed messages. RTH Offenbach also prepared an algorithm, which can be used to optimise the routeing of the addressed messages between two centres. 

4.2.3
 RTH New Delhi sent request-replies for retrieval of data between non-adjacent centres to the WMC Melbourne and Washington, but never received the relevant replies. RTHs New Delhi and Tokyo agreed to address the problem and to arrange for tests. The meeting recommended to invite RTH to inform the focal points of the RTHs in Region II of the results of the tests.

4.2.4
Nine RA II GTS centres were of the opinion that the procedures for the detection and the elimination of the duplicated bulletins should be refined. It was noted that these procedures were already discussed at various GTS meeting, which could not agree on a standard method to detect the duplicated bulletins. Since such procedures have to be standardised for all Regions, the meeting agreed to invite the CBS OPAG/ISS to consider the question.

4.2.5
Noting that 7 centres (including RTHs Bangkok and Tehran) were not ready to accept messages longer than the present limit (3800 octets) as from 6 November 2000, the meeting was of the opinion that the implementation of the extension of the maximum length of alphanumerical messages to 15000 octets should be postponed. The meeting suggested that the Secretariat invite all the GTS centres to provide information on the possible difficulties to implement this procedure. The meeting felt that this matter should be further reviewed by the CBS OPAG/ISS.
4.2.6
The meeting underlined that wildcards should not be used in the abbreviated headings listed in the routeing catalogues. The routeing catalogues of a particular RTH may be consulted by any centres, and in particular by its associated NMCs, to access to the list of bulletins available at the RTH, for example to update the transmission programmes on the GTS circuits to satisfy a specific requirement. The use of wildcards does not make it possible to access to the complete list of bulletins available at an RTH.

4.2.7The meeting noted that the MTN centres located in Region II, except RTH Jeddah, have started or will soon start to maintain their parts of the comprehensive catalogue of meteorological bulletins. The meeting was of the opinion that RTH Jeddah should be invited to consider maintaining as soon as possible its part so that the comprehensive catalogue be achieved for the whole Region II. WMC Moscow will maintain its part in its zone of responsibility (as an MTN centre), which includes the zones of responsibility of RTHs Khabarovsk and Novosibirsk.

4.2.8
The meeting was informed of the outcome of the meeting of the expert team on quantitative monitoring (Geneva, September 1999). The report of the meeting is available in the WMO FTP server. The meeting stressed that any development of monitoring activities would require resources at the monitoring centres, and this concern should be taken into consideration when developing the integrated monitoring scheme. The Special MTN monitoring was designed to share the workload between the MTN centres. The meeting therefore felt that, in case of difficulties, the resources required for the expansion of the SMM could be shared between the MTN centres in Region II. The meeting noted that the format for the BUFR raw data needed to be defined.

5.
REVIEW OF THE ORGANIZATION AND STRUCTURE OF THE RMTN (Agenda item 5)

Study of the replacement of HF broadcasts by satellite systems

5.1
The meeting reviewed the information provided by the RA II Members in reply to the WMO letter No. W/AI/T.3.1 (ASE-463) of 24 September 1997 and the WMO letter No. W/AI/T.6 of 11 June 1999 and related to the survey on the remaining requirements for the HF broadcasts in Region II and alternative telecommunication means. Although RA II Members were invited through three letters to provide information, only 21 Members sent information on the remaining requirements and the plans for alternative means of reception (see Annex to this paragraph). Moreover the maritime community (ships) have still requirements to receive products by HF broadcasts.

5.2
The expert from UK made a presentation of the UKSF/WWW. A summary of the presentation is given in Annex to this paragraph. The same reception system and workstation could be used to receive the WAFS products distributed through SADIS and the WWW data distributed through UKSF/WWW.

5.3
A pilot project for the UKSF/WWW had been initialised; Bahrain, Macao and Sri Lanka were willing to participate in the pilot project. The pilot project will aim at evaluating the level of reception of the data and the adequacy of the transmission programme of the UKSF/WWW. The expert from UK informed the meeting that UK was preparing a document to define the objectives and the organisation of the pilot project. The meeting invited the Secretariat to dispatch this document together with the report of the meeting to the RA II Members and to the participants. The question of the life span of the UKSF/WWW beyond the present commitment to 2005 was raised and the expert from UK agreed to provide information in this respect in the document.

5.4
Russian Federation had to discontinue the operation of the HF broadcasts operated by RTHs Khabarovsk and Novosibirsk for financial reasons. Russian Federation implemented the satellite distribution system TV-inform-meteo as an alternative means. TV-inform-meteo was received by 100 centres.

5.5
Uzbekistan will continue to operated the HF broadcasts and planned to use satellite systems in replacement of the HF broadcasts.

5.6
The meeting was informed that Tajikistan did not use HF broadcasts, that Kazakhstan planned to use alternative means to replace the use of HF systems, and that an alternative means to replace the reception of the HF systems would be the reception of charts from RTH Tokyo on the circuit Beijing-Tokyo.

5.7
The meeting underlined the financial burden for the RTHs operating the HF broadcasts, which were not cost-efficient. The meeting noted that each WWW centre in the Region was located in the area of coverage of one or several satellite distribution systems (see paragraph 2.1.3 and its annex). In the view of the above, the meeting felt that it was time to consider a date for the discontinuation of the HF broadcasts.

5.8
As regards the requirements of the marine community, CBS-Ext.(98) felt that alternative means, like the use of Inmarsat distribution systems within the framework of the Global Maritime Distress and Safety System (GMDSS) or the access to data bases should be considered to distribute products to ships.  It felt that the Commission for Marine Meteorology (CMM) was in the best position to determine the requirements of the maritime community in that respect, and to identify the most appropriate systems to meet them.  The Thirteenth WMO Congress (May 1999) agreed to merge CMM and IGOSS into the WMO/IOC Technical Commission for Oceanography and Marine Meteorology  (JCOMM).

5.9
CBS-Ext.(98) underlined that co-ordination mechanisms should be developed to ensure that requirements of the user WWW centres were met to the largest extent possible.  It noted that co-ordination mechanisms already existed for Region I with respect to EUMETSAT/MDD and in Region IV for the satellite-based RMTN. The Commission agreed on the necessity to rationalise the use of these systems, and recommended that:

(a)
The satellite distribution systems should be associated to an identified group of user countries; the countries of such a group may belong to different Regions;


(b)
A co-ordination mechanism should be developed to ensure the representation of the associated group of user countries in the review of the programme of transmission of each corresponding satellite distribution system.  Co-ordination entities should mainly work by correspondence (e.g. E-mail).



The meeting agreed to encourage the implementation of such co-ordination mechanisms for the satellite systems used in Region II.

Study of an improved RMTN

5.10
The meeting was informed of the outcome of the meeting of the expert team on the improved Main Telecommunication Network (Geneva, September-October 1999) and of the outcome of the implementation co-ordination meeting on the MTN (Geneva, October 1999). These two meetings agreed to recommend an improved MTN based on the following approach: the MTN would be implemented through network services from a small number of provider (“clouds”); some MTN centres would provide gateway functions between the “clouds”; a first implementation phase (phase 2A) would mix “clouds” and point-to-point circuits; a second phase (phase 2B) would provide the full MTN connectivity through the “clouds”. These meetings defined the “clouds” as follows: three or more centres use a common provider of network services with a contractual framework to implement the required connectivity among the centres concerned. These meetings agreed to encourage the establishment of lead groups of MTN centres, sharing a common interest and requirement for MTN (and possibly other) connectivity among them. The meetings suggested five groups. Group D includes the MTN centres located in Region II (Beijing, Jeddah, New Delhi and Tokyo), and Moscow and Offenbach.

5.11
The meeting recommended to include the proposed network D of the improved MTN into the improved RMTN to satisfy the requirements of the improved RMTN in terms of exchange of data between those MTN centres. The network D would be the core network of the improved RMTN. The four MTN centres would be the gateways between the core network and the others parts of the improved RMTN.

5.12
The other parts of the improved RMTN would be organised in networks based on geographical consideration.  Each network is operated and managed by each group.  The meeting identified the possible following groups :
(a) Eastern part – Beijing, Tokyo and Bangkok being the leading centres;

(b) Southern  part – New Delhi being the leading centre;

(c) Middle east part – Jeddah and Tehran being the leading centres;

(d) Northern part – Tashkent, Novosibirsk and Khabarovsk (plus Moscow) being leading centres. 
An example of implementation of the improved RMTN is given in Annex to this paragraph.

5.13
Each network should be established using modern cost-effective network services such as Frame Relay network services and/or Managed Data-Communication Network services. The improved RMTN should use TCP/IP only. The improved RMTN would be  supplemented by the Internet, with suitable separation of traffic and security measures. Some RTHs should provide backup source servers. Some RTHs should provide test environment for centres migrating to TCP/IP base. VPN (Virtual Private Network) technique should be used when an Internet connection is established for a substitute for a low speed circuit. 
5.14

Satellite broadcast services can form part of a network and can be used for the transmission of essential data or as a backup source.

5.15
These networks would provide the transport service to support the connectivity required for the improved RMTN.  There are no changes proposed in the organisation of the RMTN.

5.16
The meeting felt that, taking into account the opportunities and threats mentioned in the SWOT table (see paragraph 3.1), a feasibility study of the improved RMTN as given above should start as soon as possible. It requested the Secretariat to invite all RA II Members to consider this study and to designate focal points for the feasibility study. The designated focal points of the RTHs should co-ordinate the feasibility study in co-operation with their associated NMCs. The designated focal points should work by correspondence (preferably via Internet).

6.
IMPLEMENTATION COORDINATION AND SUPPORT ACTIVITIES (Agenda item 6)

Priorities in the technical co-operation activities related to the GTS for Region II,

6.1
The meeting reviewed the priorities in the technical co-operation activities related to the GTS in Region II, and agreed on the following priorities

(a)
The highest priority should be given to the activities related to:

(I)
Establishment of GTS connection of NMCs not yet implemented;

(ii)
Upgrading national data collection where monitoring results had revealed deficiencies;


(b)

The automation of GTS facilities at NMCs should be considered with a high priority together with the upgrading to medium speed of the connections of the NMCs to their associated RTHs.

Technical projects for the establishment of GTS connection of NMCs not yet implemented
6.2
The technical project for the connection of NMC Vientiane to the GTS has not yet been finalised. The choice of the telecommunication means to be used for the connection is being discussed. Japan is supporting the project.

Voluntary Co-operation Programme (VCP)
6.3
Three VCP projects related to GTS in RA II were on-going projects. Sixteen16 VCP projects had not yet received full support. Two of these projects aimed at replacing the MSS in Karachi and Ulaanbaatar to be Year 2000 compliant. Kazakhstan had just submitted a VCP request to replace the MSS in Almaty to be Year 2000 compliant

6.4
The meeting noted that China would support through the VCP the installation of VSAT systems to receive the satellite system operated by China. In this respect the countries located in the zone of coverage should submit VCP requests to the WMO Secretariat.

Miscellaneous projects
6.5
Three consultancy missions were planned for Lao PDR , Cambodia and Nepal. The purpose of these missions is to assess the existing meteorological facilities, including telecommunications, to identify the requirement for developing the meteorological service and to formulate a project, calling for technical assistance, reflecting these requirements.  A similar mission could be carried out in Cambodia before end of 1999. 

6.6
Phase V of the UNDP/WMO/Government cost-sharing project in the United Arab Emirates concerning the establishment of a national Meteorological Service is being implemented.  Within the framework of the project, telecommunication equipment was provided to enable the established Central Forecasting Office (CFO) to receive the meteorological data from RTH Jeddah through the link Doha-Abu Dhabi. A SADIS system was provided with the capability of receiving, storing, retrieving, processing, displaying and printing all types of data and products available on the SADIS channel without exception. Upgrading of the facilities provided is being implemented.   

6.7
Under the Trust Fund agreement with the Sultanate of Oman, a meteorological data communication system comprising of a message switching system and data presentation system would be installed by the end of October 1999 to replace the old automatic switching system installed ten years ago. Also within a Trust Fund Agreement, a SADIS System will be provided and installed before the end of 1999 in Saudi Arabia.

7.
RADIO-FREQUENCIES FOR METEOROLOGICAL ACTIVITIES (Agenda item7)

7.1
The 1997 World Radio-communication Conference (WRC-97, Geneva, X / XI.1997) considered several items of concern for meteorology and had not reduced existing radio-frequency allocations to meteorological aids and meteorological satellites.  WRC-97 also decided new regulatory provisions to meet most frequency requirements for meteorological and earth-exploration satellites, including space borne remote sensing, and for wind profiler radars.  The active participation of WMO, including NMHSs experts and the WMO Secretariat, was instrumental in ensuring that meteorological issues had been recognised and supported at WRC-97.  

7.2
The threat to the radio frequency bands allocated to Meteorological aids (radiosondes), and also to Met-Sat, is continuing at least until the next World Radiocommunication Conference (2000).  The development of new systems (Low-Earth Orbiting satellites- LEOs) of the Mobile Satellite Service (MSS) is exerting pressure for new frequency allocation to MSS below 3 GHz, including in part of the band 401-406 MHz for “little LEOs” and of the band 1675-1690 MHz for “big LEOs”. WRC-97 urged ITU Member countries and requested ITU-R (Radiocommunication Study Group 7), with the participation of WMO, to assess the current and future spectrum requirements for Met-aids in the band 401-406 MHz, with a view to a possible removal out of the band 405-406 MHz.

7.3
The active participation of WMO, including NMHSs experts and the WMO Secretariat, and the effective co-ordination activities undertaken by the Steering Group on Radio-Frequency Co-ordination (SG-RFC) was instrumental in ensuring that meteorological issues had been recognised and supported in ITU-R.  The text for the WRC-2000 Conference Preparatory Meeting, which reflected the results of the technical studies carried out by ITU-R with the participation of WMO, was distributed to the participants at the meeting. The meeting stressed the importance that the  NMHSs  note and use this information when co-ordinating these issues with their national telecommunication administration.
Annex to paragraph 2.1.1


TABLE A

STATUS OF IMPLEMENTATION OF GTS CIRCUITS AND PLANS
1.
The status of implementation of GTS circuits and plans are given in following tables under columns (a) to (h). For each circuit identified by its two ends in column (a), the tables include two lines: the present status is given in the first line and the plan(s) in the second line.

2.
The type of GTS circuit is given in column (b):

- A:
for circuits of the Main Telecommunication Network (MTN),

- B:
for main regional circuits,

- C:
for regional and supplementary regional circuits,

- D:
for interregional and supplementary interregional circuits,

- X:
for additional circuits.

3.
The constitution of the circuit is given in column (c):

- Cab:

for cable circuits,

- HF:

for HF circuits,

- Mcw:

for microwave circuits,

- Sat:

for satellite circuits,

- N/O:

for circuits not in operation.

4.
For circuits on which several channels are multiplexed, the total speed of the circuit is given in column (d).

5.
For the circuit or for each channel of the multiplexed circuits, the following information is provided in four columns under (e) to (f);

(i)
speed of transmission

(ii)
Type of data exchanged:

- A:

for alphanumerical data,

- B: 

for binary data,

- CDF:

for coded digital facsimile (code T4),

- D:

for alphanumerical and/or binary data,

- F:

for analog facsimile,

- NCDF:
for non-coded digital facsimile

- R:

for radar data

Note:
The insertion of characters "/" and "+" between types of data shows that the types of data are exchanged on a time-sharing basis (/) or not (+).

(iii)
Procedures:

- LAPB:
for only operation of the physical and link level of X.25 procedures,

- X.25:

for operation of the three levels of X.25 procedures (physical, link and packet levels),

- WMOH:
for WMO error-control procedures based on the hardware system,

- WMOS:
for WMO error-control procedures based on the software system.

- TCPS:

for TCP/IP Socket

- TCPF: 
for TCP/IP FTP

(iv)
Number of virtual circuits.

6.
Remarks (only in English) are given in column (h)
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    STATUS OF IMPLEMENTATION OF GTS CIRCUITS AND PLANS/ETAT DE MISE EN OEUVRE DES CIRCUITS DU SMT ET PLANS

    (a)         |(b)|(c)|(d)  |        (e)          |        (f)          |        (g) |      (h)

  Circuit       |   |   |     |  Channel A/Canal A  |  Channel B/Canal B  |  Channel C |  Remarks/Remarques

________________|___|___|_____|_____________________|_____________________|_____________________|____________________________________________________________________

                |   |   |     |     |    |    |     |     |    |    |     |     |      |

Beijing         | A |Cab|64000|64000|    |X.25|3 PVC|     |    |    |     |     |      | Types of data: CDF+A+B

Tokyo           |   |   |     |     |    |    |     |     |    |    |     |     |      |                                                                    

                |   |   |     |     |    |    |     |     |    |    |     |     |      |

Cairo           | A |Sat|  100|     |A   |    |     |     |    |    |     |     |      | 

New Delhi       |   |   |     |     |    |    |     |     |    |    |     |     |      |                                                                

                |   |   |     |     |    |    |     |     |    |    |     |     |      |

Melbourne       | A |Cab|64000|64000|    |TCP/|     |     |    |    |     |     |      | CDF+A+B; 3 PVC (Socket),1 SVC (FTP),and 3 PVC Melbourne-Washington

Tokyo           |   |   |     |     |    |    |     |     |    |    |     |     |      | Frame relay network                                                                  

                |   |   |     |     |    |    |     |     |    |    |     |     |      |

Moscow          | A |Sat| 4800| 2400|NCDF|    |     | 2400|A   |X.25|     |     |      | 

New Delhi       |   |   | 7200| 4800|NCDF|    |     | 2400|A+B |X.25|     |     |      |                                                                    

                |   |   |     |     |    |    |     |     |    |    |     |     |      |

New Delhi       | A |Sat| 9600| 4800|NCDF|X.25|1 PVC| 4800|A+B |X.25|2 PVC|     |      | 

Tokyo           |   |   |64000|     |    |TCP/|3 PVC|     |    |    |     |     |      | Types of data: CDF+A+B                                                           

                |   |   |     |     |    |    |     |     |    |    |     |     |      |

Offenbach       | A |Sat|64000|64000|    |X.25|3 PVC|     |    |    |     |     |      | Types of data: CDF+A+B

Beijing         |   |   |     |     |    |    |     |     |    |    |     |     |      |                                                   

                |   |   |     |     |    |    |     |     |    |    |     |     |      |

Offenbach       | A |Sat| 7200| 2400|NCDF|    |     | 4800|D   |X.25|1 PVC|     |      | 

Jeddah          |   |   |     |     |    |    |     |     |    |    |     |     |      |                                                                    

                |   |   |     |     |    |    |     |     |    |    |     |     |      |

Tokyo           | A |Sat|64000|64000|    |TCP/|     |     |    |    |     |     |      | CDF+A+B; 3 PVC (Socket),1 SVC (FTP) and 3 PVC Melbourne-Washington                                                

Washington      |   |   |     |     |    |    |     |     |    |    |     |     |      | Frame relay network



|   |   |     |     |    |    |     |     |    |    |     |     |      |

Bangkok         | B |Sat|  200|     |A   |    |     |     |    |    |     |     |      | 

New Delhi       |   |   |     |     |    |    |     |     |    |    |     |     |      |                                                                    

                |   |   |     |     |    |    |     |     |    |    |     |     |      |

Bangkok         | B |Cab| 9600| 9600|A+B |X.25|2 PVC|     |    |    |     |     |      | 

Tokyo           |   |   |     |     |A+B |TCP/|     |     |    |    |     |     |      | CIR:16 Kbits/s (Tok. to Ban.),8 Kbit/s (Ban. to Tok.); frame relay network                

                |   |   |     |     |    |    |     |     |    |    |     |     |      |

Beijing         | B |Sat|   75|     |A   |    |     |     |    |    |     |     |      | 

Khabarovsk      |   |   |     |     |    |    |     |     |    |    |     |     |      |                                                                    

                |   |   |     |     |    |    |     |     |    |    |     |     |      |

Jeddah          | B |Sat|   75|     |A   |    |     |     |    |    |     |     |      | 

Bangkok         |   |   |     |     |A   |    |     |     |    |    |     |     |      | Plan: 200 bauds or higher speed                                                                  
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    STATUS OF IMPLEMENTATION OF GTS CIRCUITS AND PLANS/ETAT DE MISE EN OEUVRE DES CIRCUITS DU SMT ET PLANS

    (a)         |(b)|(c)|(d)  |        (e)          |        (f)          |        (g)          |      (h)

  Circuit       |   |   |     |  Channel A/Canal A  |  Channel B/Canal B  |  Channel C/Canal C  |  Remarks/Remarques

________________|___|___|_____|_____________________|_____________________|_____________________|____________________________________________________________________

                |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |

Jeddah          | B |Sat|  200|     |A   |    |     |     |    |    |     |     |    |    |     | 

New Delhi       |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |                                                                    

                |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |

Jeddah          | B |   | 2400| 2400|    |TCPS|1 PVC|     |    |    |     |     |    |    |     | 

Tehran          |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |                                                                    

                |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |

Khabarovsk      | B |Cab| 9600| 9600|    |X.25|3 PVC|     |    |    |     |     |    |    |     | Types of data: CDF+A+B

Tokyo           |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |                                                                    

                |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |

New Delhi       | B |Sat|   75|     |A   |    |     |     |    |    |     |     |    |    |     | 

Tehran          |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |                                                            

                |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     | Types of data: CDF+D+Email

Novosibirsk     | B |Cab|14400|14400|    |TCP/|     |     |    |    |     |     |    |    |     |

Khabarovsk      |   |   |28800|28800|    |    |     |     |    |    |     |     |    |    |     |                                          

                |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |

Novosibirsk     | B |Cab| 9600| 4800|NCDF|    |     | 2400|A   |X.25|     |     |    |    |     | 

Tashkent        |   |   |28800|28800|    |TCP/|     |     |    |    |     |     |    |    |     | Types of data: CDF+D+Email                                         

                |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |

Bahrain         | C |Cab|  200|     |A   |    |     |     |    |    |     |     |    |    |     | AFTN

Doha            |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |                                                                    

                |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |

Bahrain         | C |Sat|  100|     |A   |    |     |     |    |    |     |     |    |    |     | AFTN

Kuwait          |   |Sat|     |     |    |    |     |     |    |    |     |     |    |    |     | Circuit dedicated to GTS traffic                                   

                |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |

Bangkok         | C |Sat| 1200|     |A   |    |     |     |    |    |     |     |    |    |     | 

Hanoi           |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |                                                                    

                |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |

Bangkok         | C |Sat|  200|     |A   |    |     |     |    |    |     |     |    |    |     | 

Hong Kong       |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |                                                                    

                |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |

Bangkok         | C |N/O|     |     |    |    |     |     |    |    |     |     |    |    |     | HF, 50 bauds (broadcast mode)

Phnom Penh      |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |                                                                    

                |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |

Bangkok         | C |N/O|     |     |    |    |     |     |    |    |     |     |    |    |     | HF, 50 bauds (broadcast mode)

Vientiane       |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |                                                                    
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    STATUS OF IMPLEMENTATION OF GTS CIRCUITS AND PLANS/ETAT DE MISE EN OEUVRE DES CIRCUITS DU SMT ET PLANS

    (a)         |(b)|(c)|(d)  |        (e)          |        (f)          |        (g)          |      (h)

  Circuit       |   |   |     |  Channel A/Canal A  |  Channel B/Canal B  |  Channel C/Canal C  |  Remarks/Remarques

________________|___|___|_____|_____________________|_____________________|_____________________|____________________________________________________________________

                |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |

Bangkok         | C |Sat|   50|     |A   |    |     |     |    |    |     |     |    |    |     | 

Yangon          |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     | Request from Bangkok to upgrade the speed to 
200 bauds             

                |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |

Beijing         | C |Sat|   75|     |A   |    |     |     |    |    |     |     |    |    |     | 

Hanoi           |   |   | 9600|     |    |    |     |     |    |    |     |     |    |    |     |                               

                |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |

Beijing         | C |Cab| 9600| 4800|B   |TCPF|     | 2400|A   |    |     | 2400| (1)|    |     | (1) Voice

Hong Kong       |   |   |     | 9600|D   |    |     |     |    |    |     |     |    |    |     |                                                                    

                |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |

Beijing         | C |Cab| 9600| 4800|CDF |    |     | 2400|D   |    |     |     |    |    |     | 

Macao           |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |                                                                    

                |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |

Beijing         | C |Cab|   75|     |A   |    |     |     |    |    |     |     |    |    |     | 

Pyongyang       |   |   | 9600|     |    |    |     |     |    |    |     |     |    |    |     |                                                                    

                |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |

Beijing         | C |   | 9600| 4800|A   |X.25|1 PVC| 4800|NCDF|    |     |     |    |    |     | 

Seoul           |   |   |64000|     |    |    |     |     |    |    |     |     |    |    |     |                                                                    

                |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |

Beijing         | C |Sat|   75|     |A   |    |     |     |    |    |     |     |    |    |     | 

UlaanBaatar     |   |   | 9600|     |TCP/|    |     |     |    |    |     |     |    |    |     |

                |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |

Doha            | C |Cab| 1200|     |    |    |     |     |    |    |     |     |    |    |     | 

Emirates        |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |                                                                    

                |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |

Hong Kong       | C |N/O|     |     |    |    |     |     |    |    |     |     |    |    |     | Telex, telefax

Macao           |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |                                                                    

                |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |

Jeddah          | C |N/O|     |     |    |    |     |     |    |    |     |     |    |    |     | 

Baghdad         |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |                                                                    

                |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |

Jeddah          | C |Sat| 1200|     |D   |X.25|     |     |    |    |     |     |    |    |     | 

Bahrain         |   |   |     | 4800|    |    |     |     |    |    |     |     |    |    |     |                                                                    

                |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |

Jeddah          | C |Sat| 1200|     |A   |    |     |     |    |    |     |     |    |    |     | 

Doha            |   |   |     | 2400|    |    |     |     |    |    |     |     |    |    |     |                                                                    
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    STATUS OF IMPLEMENTATION OF GTS CIRCUITS AND PLANS/ETAT DE MISE EN OEUVRE DES CIRCUITS DU SMT ET PLANS

    (a)         |(b)|(c)|(d)  |        (e)          |        (f)          |        (g)          |      (h)

  Circuit       |   |   |     |  Channel A/Canal A  |  Channel B/Canal B  |  Channel C/Canal C  |  Remarks/Remarques

________________|___|___|_____|_____________________|_____________________|_____________________|____________________________________________________________________

                |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |

Jeddah          | C |Cab|  100|     |A   |    |     |     |    |    |     |     |    |    |     | 

Kuwait          |   |   |     | 2400|    |    |     |     |    |    |     |     |    |    |     |                                                                    

                |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |

Jeddah          | C |Sat| 9600|     |    |X.25|     |     |    |    |     |     |    |    |     | 

Muscat (Seeb)   |   |   |     |     |    |TCP/|     |     |    |    |     |     |    |    |     |                                                                    

                |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |

Jeddah          | C |N/O|     |     |    |    |     |     |    |    |     |     |    |    |     | AFTN

Sana'a          |   |Cab|     |  100|A   |    |     |     |    |    |     |     |    |    |     |                                                                    

                |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |

Khabarovsk      | C |Cab| 9600| 4800|NCDF|    |     | 2400|B   |LAPB|     |     |    |    |     | Operational difficulties experienced

Pyongyang       |   |   |     |     |    |    |     |     |    |X.25|     |     |    |    |     |                                                                    

                |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |

New Delhi       | C |Sat|   50|     |A   |    |     |     |    |    |     |     |    |    |     | 

Colombo         |   |   |   75|     |    |    |     |     |    |    |     |     |    |    |     |                                                                    

                |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |

New Delhi       | C |Sat| 2400|     |D   |X.25|     |     |    |    |     |     |    |    |     | 

Dhaka           |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |                                                                    

                |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |

New Delhi       | C |N/O|     |     |    |    |     |     |    |    |     |     |    |    |     | 

Kabul           |   |Sat|     |   50|A   |    |     |     |    |    |     |     |    |    |     |                                                                    

                |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |

New Delhi       | C |Sat|   50|     |A   |    |     |     |    |    |     |     |    |    |     | 

Karachi         |   |   | 9600|     |D   |X.25|     |     |    |    |     |     |    |    |     |                                                                    

                |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |

New Delhi       | C |Cab|   50|     |A   |    |     |     |    |    |     |     |    |    |     | 

Kathmandu       |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |                                                                    

                |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |

New Delhi       | C |Sat|   75|     |A   |    |     |     |    |    |     |     |    |    |     | 

Male/Hulule     |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |                                                                    

                |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |

New Delhi       | C |Sat|   50|     |A   |    |     |     |    |    |     |     |    |    |     | 

Yangon          |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |                                                                    

                |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |

Novosibirsk     | C |Cab| 9600| 4800|NCDF|    |     | 2400|A   |LAPB|     |     |    |    |     | 

UlaanBaatar     |   |   |28800|28800|    |TCP/|2 PVC|     |    |    |     |     |    |    |     | Types of data: CDF+A+B

                                              Table A, p.5

    STATUS OF IMPLEMENTATION OF GTS CIRCUITS AND PLANS/ETAT DE MISE EN OEUVRE DES CIRCUITS DU SMT ET PLANS

    (a)         |(b)|(c)|(d)  |        (e)          |        (f)          |        (g)          |      (h)

  Circuit       |   |   |     |  Channel A/Canal A  |  Channel B/Canal B  |  Channel C/Canal C  |  Remarks/Remarques

________________|___|___|_____|_____________________|_____________________|_____________________|____________________________________________________________________

                |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |

Tashkent        | C |Cab| 9600| 9600|    |X.25|1 PVC|     |    |    |     |     |    |    |     | 

Almaty          |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |                                                                    

                |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |

Tashkent        | C |Cab|  100|     |    |    |     |     |FAX |    |     |     |    |    |     | Analog multiplexing

Ashgabad        |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |                                                                    

                |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |

Tashkent        | C |Cab|   75|     |    |    |     |     |FAX |    |     |     |    |    |     | Analog multiplexing

Bishkek         |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |                                                                    

                |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |

Tashkent        | C |Cab|   75|     |    |    |     |     |    |    |     |     |    |    |     | 

Dushanbe        |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |                                                                    

                |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |

Tashkent        | C |HF |   50|     |    |    |     |     |    |    |     |     |    |    |     | AFTN

Kabul           |   |   |     | 1200|A/F |    |     |     |    |    |     |     |    |    |     |                                                                    

                |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |

Tashkent        | C |N/0|     |     |    |    |     |     |    |    |     |     |    |    |     | Operational difficulties experienced

Karachi         |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     | -                                                                  

                |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |

Tehran          | C |N/O|     |     |    |    |     |     |    |    |     |     |    |    |     | 

Baghdad         |   |Sat|     |  100|A   |    |     |     |    |    |     |     |    |    |     |                                                                    

                |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |

Tehran          | C |N/O|     |     |    |    |     |     |    |    |     |     |    |    |     | 

Kabul           |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     | Circuit dedicated to GTS traffic                                   

                |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |

Tehran          | C |Sat|   50|     |A   |    |     |     |    |    |     |     |    |    |     | 

Karachi         |   |   |     |  100|    |    |     |     |    |    |     |     |    |    |     |                                                                    

                |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |

Tehran          | C |N/O|     |     |    |    |     |     |    |    |     |     |    |    |     | 

Sana'a          |   |Sat|     |  100|A   |    |     |     |    |    |     |     |    |    |     | Upgraded to 2400 bit/s in the future                               

                |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |

Tokyo           | C |Sat|  200|     |A   |    |     |     |    |    |     |     |    |    |     | 

Hong Kong       |   |   |     |     |A+B |TCPS|2 PVC|     |    |    |     |     |    |    |     | CIR: 16 Kbits/s (both directions); frame relay network                                                      

                |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |

Tokyo           | C |Cab|64000|64000|    |X.25|3 PVC|     |    |    |     |     |    |    |     | Types of data: CDF+A+B

Seoul           |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |                                                                    

                                              Table A, p.6

    STATUS OF IMPLEMENTATION OF GTS CIRCUITS AND PLANS/ETAT DE MISE EN OEUVRE DES CIRCUITS DU SMT ET PLANS

    (a)         |(b)|(c)|(d)  |        (e)          |        (f)          |        (g)          |      (h)

  Circuit       |   |   |     |  Channel A/Canal A  |  Channel B/Canal B  |  Channel C/Canal C  |  Remarks/Remarques

________________|___|___|_____|_____________________|_____________________|_____________________|____________________________________________________________________

                |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |

Algiers         | D |Sat|   50|     |A   |    |     |     |    |    |     |     |    |    |     | 

Jeddah          |   |   |     | 4800|    |    |     |     |    |    |     |     |    |    |     |                                                                    

                |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |

Bangkok         | D |Cab| 1200|     |A   |    |     |     |    |    |     |     |    |    |     | 

Kuala Lumpur    |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |                                                                    

                |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |

Cairo           | D |Sat|  100|     |A   |    |     |     |    |    |     |     |    |    |     | 

Jeddah          |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |                                                                    

                |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |

Manila          | D |Sat|  200|     |A   |    |     |     |    |    |     |     |    |    |     | 

Tokyo           |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |                                                                    

                |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |

Melbourne       | D |Sat|  N/O|     |A   |    |     |     |    |    |     |     |    |    |     | 

New Delhi       |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     | Plan to use Internet

                |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |

Moscow          | D |Sat| 7200| 4800|NCDF|    |     | 2400|D   |X.25|     |     |    |    |     | 

Beijing         |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |                                                                    

                |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |

Moscow          | D |Sat|  100|     |A   |    |     |     |    |    |     |     |    |    |     | 

Hanoi           |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |                                                                    

                |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |

Moscow          | D |Cab|28800|28800|NCDF|TCPS|     |     |    |    |     |     |    |    |     | Types of data: CDF+D+Email 

Kabharovsk      |   |   |64000|64000|    |TCPF|     |     |    |    |     |     |    |    |     |

                |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |

Moscow          | D |Cab|28800|28800|NCDF|TCPS|     |     |    |    |     |     |    |    |     | Types of data: CDF+D+Email

Novosibirsk     |   |   |64000|64000|    |TCPF|     |     |    |    |     |     |    |    |     |                                          

                |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |

Moscow          | D |Cab| 7200| 4800|NCDF|    |     | 2400|A   |X.25|     |     |    |    |     | 

Tashkent        |   |   |28800|28800|    |    |     |     |    | |     |     |    |    |     | CDF+D+Email                                                        

                |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |

Moscow          | D |Cab|  N/O|     |    |    |     |     |    |    |     |     |    |    |     | 

Tehran          |   |   | 9600|     |TCPS|    |     |     |    |    |     |     |    |    |     |              

                |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |

Bangkok         | X |   |     |     |    |    |     |     |    |    |     |     |    |    |     | 

Beijing         |   |   | 9600|     |    |X.25|     |     |    |    |     |     |    |    |     | Upgrades under testing                                               

                                              Table A, p.7

    STATUS OF IMPLEMENTATION OF GTS CIRCUITS AND PLANS/ETAT DE MISE EN OEUVRE DES CIRCUITS DU SMT ET PLANS

    (a)         |(b)|(c)|(d)  |        (e)          |        (f)          |        (g)          |      (h)

  Circuit       |   |   |     |  Channel A/Canal A  |  Channel B/Canal B  |  Channel C/Canal C  |  Remarks/Remarques

________________|___|___|_____|_____________________|_____________________|_____________________|____________________________________________________________________

                |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |

Bangkok         | X |Sat| 2400|     |    |X.25|     |     |    |    |     |     |    |    |     | 

Singapore       |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |                                                                    

                |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |

Moscow          | D |Cab|19200|19200|    |TCP/|     |     |    |    |     |     |    |    |     | Types of data: CDF+D+Email

Almaty          |   |   |     |     |    |    |     |     |    |    |     |     |    |    |     |                                                                    
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Annex to paragraph 2.1.3

Status of implementation of satellite-based systems

1.
Satellite data collection systems
1.1
The Data Collection Systems (DCSs) of the meteorological geostationary satellites are used to gather at collecting centres data from observing stations equipped with Data Collection Platforms (DCPs). DCPs may also be used at an NMC to insert data into the GTS, when there are no reliable telecommunication means to transmit the data from the NMC to its associated RTH. The data are received at the collecting centres via the GTS, including via a satellite distribution system like MDD for the METEOSAT DCPs. The DCSs are components of the GTS. The approximate footprints of the existing data collection systems of the meteorological geostationary satellites (GMS, GOES and METEOSAT) are given in Figure 1. From Figure 1, it can be noted that the DCSs have a global coverage, except for the southern part of Antarctic. 

1.2
The ARGOS system of the polar-orbiting satellites NOAA is used to collect data from remote stations equipped with Platform Transmitter Terminals (PTTs), notably from buoys. It allows the location of the PTTs.  The coverage of the ARGOS system is global. The data transmitted by the PTTs are inserted into the GTS, primarily by RTHs Toulouse and Washington. Other centres equipped with Local User Terminals (LUTs) also insert data into the GTS.  Depending on the time of transmission from the PTTs and on the locations of the PTTs and of the receiving centre, the transmission between the PTTs and the centre inserting the data into the GTS may be delayed, in some instances several hours.

1.3
The Inmarsat system, and in particular Inmarsat C ship stations, is increasingly used for the collection of ship reports from voluntary observing ships. The Inmarsat system, notably the Inmarsat M terminal earth stations,  is also used to implement a two-way GTS connection of GTS centres, either as a primary or back-up link.

1.4
Several WMO Members implemented satellite collection and distribution (also called satellite two-way multipoint systems) within the framework of the implementation of their national meteorological telecommunication networks. This is the case of Canada, China, France, India, Indonesia, Thailand and USA. Since these systems cover a larger area than the operator country, two-way GTS connection of GTS centres may be implemented by using these systems.

1.5 A satellite two-way multipoint system was integrated into the RMTN for Region IV. It interconnects WMC/RTH Washington with NMCs and centres with similar functions. It consists in the GTS component of the International Satellite Communications System (ISCS). 

2.
Satellite distribution system with large beams

The approximate footprints of the satellite distribution systems with large beams (except for the WEFAX) are given in figure 2.

2.1
EMWIN


Through the system called EMWIN - Emergency Management Weather Information Network - a variety of meteorological products is distributed within the footprint of GOES-W (135o E) and GOES-E (75o E) (see Figure 2). Sites with a WEFAX receiver can receive and display EMWIN products for an additional cost of approximately 4000 US $, including equipment, travel, installation and on-site training. 

2.2
ISCS


The GTS element of the ISCS (Atl.) is a component of the Regional Meteorological Telecommunication Network  (RMTN) for Region IV.  The twelfth session of RA V will consider the integration of the GTS component of the ISCS (Pac.) into the RMTN for Region V.

2.3
MDD


MDD is a component of the RMTN for Region I. The MDD receiving system will change with the Meteosat  Second Generation programme and the integration of MDD into the data dissemination scheme of this satellite system. It is the intention of EUMETSAT to continue to provide an MDD-type service, but it will part of the LRIT (Low Rate Information Transmission) and HRIT data streams. As a consequence, every Meteosat user operating e.g. a standard LRIT station with the relevant decryption key unit will have the capability to receive the MDD service without any additional equipment. Specifications for user stations for this new system are scheduled to be made public by the end of 1998. The plan of EUMETSAT is to make it possible to use the present MDD receiving systems up to 2003 and the new MDD (/LRIT) station as from 2001.

2.4
MTSAT


The Japan Meteorological Agency planned for the launch of the Multi-functional Transport  Satellite (MTSAT) in 1999 as the successor to the GMS series. MTSAT will include a digital channel called LRIT (Low Rate Information Transmission) for transmission of satellite imagery and other information, including a selection of GRID products, to low-cost Small scale Data User Stations (SDUS).

2.5
UK Satellite Facility for the WWW (UKSF/WWW)

2.5.1
Congress, at its twelfth session (1995), had requested the Executive Council to examine the technical aspects and the legal, policy, financial and strategy implications of the offer by ICAO to use SADIS for WWW data exchange. In the framework of the request from Cg-XII to CBS to study the technical aspects, the forty-ninth session of the Executive Council  (EC-XLIX) noted the report of CBS-XI on the matter (see F).  It noted that SADIS, which refers to the distribution of WAFS and OPMET information as specified by and funded through ICAO, is supported by a satellite-based multi-point telecommunications system which also supports other data-distribution applications, in particular national requirements of the UK Meteorological Office.  The Executive Council noted with appreciation the offer of the UK to use the spare capacity of its segment of the satellite-based system to broadcast data and products for WWW purposes, as part of the UK's contribution to the WWW Programme, with a guarantee of minimum capacity for WWW traffic, and during the lifetime of the system of a minimum of ten years from 1995.

2.5.2 EC-XLIX considered that the offer of the UK was an important opportunity for improving the availability of data and products at many NMCs, in particular where the GTS circuits are not adequate or reliable.  The Council agreed that the capacity of the satellite-based system offered by the UKMO should be used as an inter-regional complementary component of the GTS for facilitating the distribution of meteorological data and products, and requested CBS to further develop the appropriate arrangements for its full integration into the GTS.   The area of coverage included all or parts of Regions I, II and VI.  The Council noted that there were no known requirements in RA VI to transmit WWW data on the above system because of the capabilities (existing and planned) of the GTS, including the RETIM and FAX-E satellite-based distribution systems.  It also noted that the MDD mission of METEOSAT which was integrated into the RMTN of Region I, was already meeting important data distribution requirements, and that the expanded capability for data distribution within MSG (METEOSAT Second Generation) offered the opportunity to meet new requirements in Region I for dissemination of data and products. The Council noted that the integration into the RMTN of Region II of the satellite-based system supporting SADIS was currently under consideration in the framework of a survey  initiated by  the Implementation Co-ordination Meeting on the GTS in Region II (Phuket, February 1997).

2.5.3
A pilot project, co-ordinated by UK, is being developed, with the aim of demonstrating the distribution of data and products for WWW purposes to Region II using spare capacity on the UK Satellite Facility (UKSF).

2.6
WEFAX 

The programme of transmission of geostationary satellites, primarily GOES-E (75OW) and GOES-W (135OW), include fax-simile products in addition to the satellite images. The WEFAX should be superseded by the LRIT (Low Rate Information Transmission).

3.
Satellite distribution system with spot beams

The approximate footprints of the satellite distribution systems with spot beams are given in Figure 3.

3.1
FAX-E and RETIM


FAX-E and RETIM are components of the RMTN for Region VI.

3.2
TV-Inform-Meteo


A description of the system operated by Russian Federation is given in Appendix to this Annex.

3.3
Other systems operated by RA II Members


RA II is studying the replacement of the HF broadcasts by satellite systems. As an alternative means for the replacement of the HF broadcasts, China Meteorological Administration has initiated the construction of a Satellite Data Broadcast System, based on AsiaSat-2 and operating on band Ku. Data and products received by RTH Beijing for global exchange will be distributed through the satellite system. This system will be able to meet the requirements of China and some of the RA II Members. Other satellite systems are operated by India and Thailand.

4. Coverage of the WMO Regions by satellite distribution systems


The coverage of the WMO Regions by satellite distribution systems is given in the following Table 1.


Table 1
Region
Complete or near-complete coverage by
Partial coverage by

I
ISCS (Atlantic)

MDD *

UKSF/WWW
FAX-E  

RETIM 

II
UKSF/WWW **
ISCS (primarily ISCS (Pacific))

MDD

MTSAT (planned for March 2000)

TV-Inform-meteo

Systems operated by China *, India and Thailand

III
EMWIN-E

ISCS (Atlantic.) and ISCS (Pacific)

MDD


IV
EMWIN-E

ISCS (Atlantic) * and ISCS (Pacific.)

MDD
MDD

V
ISCS (Pacific.) ***

MTSAT (planned for March 2000)
EMWIN-W

VI
MDD

FAX-E *

ISCS (Atlantic.)

RETIM *

UKSF/WWW


*
Component of the RMTN

** 
Pilot project

*** 
Integration into the RMTN under consideration

Annex to paragraph 2.1.8

Analysis of the Y2K Vulnerability of GTS centres


The hereunder Table 1 provides information on the probability that each GTS centre will function throughout the transition to year 2000. The symbols in the following table are defined as follows:

+++
Almost certainly will function without interruption

++
Probably will function without interruption

+
Possibly will function without interruption

-
Possibly will NOT function without interruption

- -
Probably will NOT function without interruption

- - -
Likely will NOT function without interruption

Table 1

GTS centres
Analysis of vulnerability of the centre

RTHs

Bangkok
++

Beijing
+++

Khabarovsk
++

New Delhi
+++

Novosibirsk
++

Tashkent
+++

Tokyo
+++

NMCs

Almaty
-

Bahrain
+++

Doha
+

Dushanbe
+

Hong Kong
+++

Muscat
+++

Ulaanbaatar
+

Vientiane
+

Annex to paragraph 2.1.11

Information on GTS centres and circuits

China

The circuits status and plans concerning RTH Beijing are given as follows.

Circuit
Status
Plan


Speed
Protocol
Speed
Protocol

Tokyo-Beijing
64Kbps
X.25 PVC
64Kbps
TCP/IP

Offenbach-Beijing
64Kbps
X.25 PVC
64Kbps


Moscow-Beijing
7.2Kbps
X.25 LAPB
9.6Kbps or higher
TCP/IP

Khabarovsk-Beijing
75Baud

75Baud


Ulaanbaatar-Beijing
75Baud

9.6Kbps
TCP/IP

Hanoi-Beijing
75Baud

9.6Kbps
To be determined

Pyong Yang-Beijing
75Baud

9.6Kbps
To be determined

Hong Kong-Beijing
9.6Kbps
X.25
9.6Kbps
TCP/IP

Macao-Beijing
9.6Kbps
X.25
9.6Kbps
To be determined

Seoul-Beijing
9.6Kbps
X.25 PVC
64Kbps
TCP/IP

Bangkok-Beijing


9.6Kbps
X.25

The VSAT project of China Meteorological Administration is completed. The system has been putting into operation since the end of 1998. The one way VSAT broadcast system is running at speed 2Mbps. The bandwidth is divided into 256 logical channels to transmit different types of data. The Beijing HF RTT and FAX broadcast is still under operation.

Hong Kong (China)

Hong Kong has three GTS links. The circuits linking Hong Kong to RTHs Tokyo and Bangkok are operating at 200 bauds. The circuit Beijing – Hong Kong is operating at 9600 bits/s. It is planned to upgrade the circuit Hong Kong – Tokyo to 16 Kbits/s using a frame relay network and the protocol TCP/IP socket in 2000.  The protocol TCP/IP (FTP) will also be implemented on the circuit Beijing – Hong Kong for the exchange of both alphanumerical and binary data in 2000.

India


A new Y2K compliant MSS comprising a message switch, a packet switch and a multiprotocol routers is currently under installation at RTH New Delhi. The MSS will support 64 Kbits/s digital leased circuits and TCP/IP protocol in addition to X.25 protocol. RTH New Delhi has implemented a Web (http://www.imd.ernet.in), FTP (ftp.imd.ernet.in) and email services as required under WMO DDB to host the routeing directories, the catalogue of meteorological bulletins and WMO monitoring results, pertaining to its zone of responsibility, as well information under the category of non-routine exchange. It is technically feasible for RTH New Delhi to be connected to a few frame relay service providers, namely, Global One, IBM Global Service and Global Managed Data Service, which have their Point of Presence (PoP) in New Delhi for the participation in any future managed data network services for RA II (more details can be seen in the RA II/ ICM-GTS/Doc. 14).

Japan

1.
Telecommunication systems at RTH Tokyo

Considering the TCP/IP trends in both national and GTS communications, RTH Tokyo has been reinforcing its telecommunication systems since 1998.  Main items of the reinforcement are as follows:

(a) Implementation of NAT(1) routers and access routers for GTS connections with Frame Relay Interfaces;

(b) Development of TCP socket based MSS applications;
(c) Establishment of an independent environment for socket connectivity test via Internet.
2.  
Upgrade plans of the GTS circuits

2.1
Migration to pure TCP/IP on the Washington-Tokyo-Melbourne MNT segment

According to the GTS new strategy, the Washington-Tokyo-Melbourne segment is going to migrate from X.25 to TCP/IP basis. TCP socket approach is adopted for MSS applications. The preliminary test consists of the first phase test via Internet and the second phase by using leased circuits. Now the first phase test is going forward.  The migration on operational basis will be completed by the end of this year. After that, introduction of managed data-communication network such as Frame Relay will be planed under the improved MTN project.

2.2
Draft plan of migration to TCP/IP
 
A Regional Training Seminar on GTS Techniques and Procedures was held in Guangzhou, 7-10 December 1998.  Since the Seminar, TCP/IP migration has been considering among NMCs/RTHs in the eastern part of Region II. A draft plan of triangle configurations with a possibility of mutual backup has been defined. RTH Tokyo expects that the draft would be a firm plan and then could be implemented within a few years. 

Kazakhstan


Kazakhstan uses the MTS system to exchange data on the dedicated circuits with Moscow and Tashkent. The protocol TCP/IP is used. It is necessary to change the old version of UNIX and the MTS software to ensure the Y2K compliance of the MSS. The connection to the RMDCN is not possible for financial reasons.

Mongolia


NMC Ulaanbaatar is connected to RTHs Beijing and Novosibirsk. The protocol X.25 is used on the 9600 bit/s circuit with Novosibirsk and it is planned to use the protocol TCP/IP on that circuit. The circuit with Beijing is a low speed circuit. It is planned to implement a VSAT system to receive the satellite broadcast operated by RTH Beijing. 21 telecommunication centres are connected through the national network. The speed of transmission is 9600 bits/s and the protocol used is X.25. NMC Ulaanbaatar is using the Internet for receiving products from JMA and USA. The MSS in NMC Ulaanbaatar is not Y2K compliant. A VCP request was sent to the WMO Secretariat to replace the MSS.

Oman


The MSS is fully Y2K compliant. The MSS is fully compliant will all applicable protocols, procedures, regulations and standards included in the Manual on the GTS.  The design takes into consideration the need to accommodate future WMO standards such as to handle longer messages from 6 November 2000. The system supports the following interfaces:

· Asynchronous serial lines at any standard speed,

· Dial in/out through the public telephone network for exchanging messages containing ASCII No. 5 characters as well as facsimile,

· Point-to-point X.25 connection to RTH Jeddah using SVC at 9600 bits/s,

· TCP/IP socket based connection is supported as well as FTP through the Intra/Internet including file Assembly and Disassembly.,

· Internet trials to start as soon as possible the exchange with other centres of real-time and non-real-time data and products.

Russian Federation


New MSS in RTHs Khabarovsk and Novosibirsk will be installed before the end of 1999. The main plan is to increase the speed of transmission on the circuits Moscow-Novosibirsk and Moscow-Khabarovsk to 64 Kbits/s, and to support and expand TV-inform-meteo. The RTHs will be ready which a high probability to operate without interruption during the transition period to 2000.

Tajikistan

NMC Dushanbe has not yet an MSS. The installation of this system is a main target for nearest future. Financial support is needed for the installation of a modern telecommunication equipment in NMC Dushanbe.

Thailand


The Thai Meteorological Department (TMD) has ten circuits for the exchange of meteorological data. The requirements of TMD are as follows:

-
To upgrade the circuit Bangkok-Jeddah from 75 bauds to 200 bauds or more;

-
To establish the circuit Bangkok-Beijing (9600 bits/, X.25) and afterwards to discontinue the circuit Bangkok-Hong Kong;

-
To use TCP/IP instead of X.25 on the circuit Bangkok-Tokyo;

-
To train the staff in advanced countries.


TMD has checked the Y2K compliance of the equipment. A contingency plan to manage the problem has been prepared. No problems are expected.

UK

The UK Meteorological Office (UKMO) has a 64 Kbits/s leased line to Washington and a 128 Kbits/s link to Toulouse operating on the MTN of the GTS. RTH Bracknell also has a 128 Kbit/s frame relay connection to NOAA-NESDIS in Washington, on which satellite data is received. In addition, RTH Bracknell has dedicated links between 19.2 and 64 Kbits/s to the NMCs in its zone of responsibility. Next year RTH Bracknell will migrate the dedicated links to the RMDCN network service provided  by EQUANT.

Annex to paragraph 5.1

In formation provided by RA II Members on the remaining requirements for HF broadcasts

List of the 21 Countries having replied to the WMO letter No. W/AI/T.3.1 (ASE-463) of 24 September 1997 and/or to the WMO letter No. W/AI/T.6 of 11 June 1999:

Bahrain, China, Hong Kong (China), Japan, Kazakhstan, Kyrgyz Republic, Macao, Saudi Arabia, Sri Lanka, Turkmenistan, Islamic Republic of Iran, India, Myanmar, Oman, Pakistan, Republic of Korea, Russian Federation, Thailand, United Arab Emirates, Uzbekistan, Viet Nam, 

Table 1: Remaining requirements and alternative means

HF broadcast operated by
HF broadcast routinely received by
Plans to replace the HF reception

Beijing (Fax)
Viet Nam


New Delhi (Fax)
Pakistan
Use of SADIS

New Delhi (RTT)
Pakistan
Use of SADIS

Tashkent (Fax)
Turkmenistan



Pakistan 
Use of SADIS

Tashkent (RTT)
Pakistan
Use of SADIS


Kazakhstan


Tokyo (Fax)
India



Viet Nam



China
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1.
Introduction

The UK Met. Office (UKMO) operates a satellite distribution facility for meteorological data. Part of the available capacity is funded by the International Civil Aviation Organisation (ICAO) and is used to send data on the SAtellite DIStribution service (SADIS) to aviation customers in Europe, Africa and Asia. UKMO itself funds the remaining capacity, which is used to meet UK national requirements; this part is known as the UK Satellite Facility (UKSF). Part of the capacity of the UKSF has been offered to WMO to help meet requirements for the distribution of meteorological data within the World Weather Watch (WWW) programme. It was concluded that this offer was of potential benefit to WMO Region II because the footprint of the Intelsat used for SADIS/UKSF has excellent coverage of this region.

This paper describes the technical aspects of the operation of the satellite broadcast facility, its present status and proposed enhancements. Possibilities for its use in Region II in support of WWW and an outline implementation plan are discussed.

2.
The UKMO Satellite Broadcast System
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2.1
System Description

A diagram of the UKMO satellite broadcast system is shown in Figure 1. The data for transmission on the satellite broadcast is sent from the UKMO WMO message switch TROPICS to the satellite uplink facility at Whitehill, UK over a 64 Kbits/Sec leased line using X25. A backup line via an alternate route is available if the main one fails. 

There is a test system located at Poynton, UK. It simulates the operational system and allows changes to be tested before they become operational. Data can be provided to the test system using an ISDN connection.

A Network management System (NMS) at Bracknell is used to control the processing equipment at the satellite uplink station.

The satellite uplink facility uses a 15m diameter dish to broadcast the data via 'Intelsat 604' which is located in a geostationary orbit at 60 East. 

The capacity of the satellite broadcast is 128Kbits/Sec; however, the forward error correction necessary to obtain reliable data transfers reduces the effective capacity available to the UKMO to 64Kbits/Sec and provides transmission error rates of 1 in 109. The available capacity is divided into 38.4KBits/Sec for SADIS and 25.6Kbits/Sec for the UKSF.

2.2
Data Reception System

The data is received by a VSAT satellite antenna and passed to a Digital Receive Only (DRO) unit that outputs the data from one of four ports. Each port is used for a separate service; for example, port 2 is reserved the data for WWW. This port supports X25 and operates at 64Kbits/Sec. This port can be connected to any system capable of handling WMO bulletins sent using X25 such as a WMO message switch or a suitably configured Workstation. 

With forward error correction on the satellite broadcast the error rates are typically one in 109. For some meteorological data types such as GRIB it would not be possible to reconstruct any part of the GRIB data if there was a single error so this data is sent twice, with a delay of approximately 2 hours between the two transmissions.

The approximate cost of the various elements of the receiving system is shown in Table 1. 

Table 1:
Receiving System Approximate Costs

Equipment
Suppliers
Cost

VSAT Antenna 
Many Suppliers
£1,000.00 to £2,000.00

Digital Receive Only unit
Matra-Marconi
£3,500.00

Workstation *
Information Available at : http://www.met-office.gov.uk/sadis
£5,000.00 minimum

*
Note that the Workstations are only configured to receive SADIS data from Port 1 of the DRO, they would have to be modified to receive the WWW data on port 2.


2.3
The Satellite Uplink Facility

A more detailed diagram of the satellite uplink facility at Whitehill is shown in figure 2. The data coming in from Bracknell in X25 is converted to Frame Relay before being modulated at the satellite uplink carrier Frequency of 6.3GHz and sent up to the satellite.

Parts of the processing chain are duplicated. The matrix switches allow processing to be switched to a backup component using the Network Management System at Bracknell. 

Two SADIS remote sites have a receiving system that is capable of sending as well as receiving, these are called 2 Way VSAT systems. The data from these sites are received by the satellite antenna at Whitehill, demodulated, converted from Frame relay to X25 and then sent to Bracknell.

2.4
The Coverage of the satellite Broadcast

Figure 3 shows the footprint of the broadcast. 

[image: image2.png]



Figure 3:
Footprint of the Satellite Broadcast

2.5
System Status and Proposed Enhancements

The current system has been operating the SADIS broadcast for ICAO since March 1995. When additional data was added to the satellite broadcast it became apparent that certain pieces of equipment in the processing chain at the satellite uplink facility were not capable of processing data at speeds higher than 38.4Kbits/Sec. They failed in such a way that no data was transmitted. This resulted in the establishment of the off-line test facility at Poynton, UK so that enhancements to the equipment could be tested without affecting the broadcast. Various modification to the faulty equipment have been tested without success.

The present system is also capable of receiving data from two remote sites, a modification to the SADIS broadcast was proposed to increase that number to 21 in order to send observations into the satellite uplink facility at Whitehill and then on to Bracknell. This modification required changing some the processing equipment at Whitehill, which provided the opportunity to change the some of the elements in the processing chain at Whitehill so that the full 64Kbits/Sec on the satellite broadcast could be supported.

3.
Use of the UKSF by WMO Region II Members

If this method of data dissemination is of interest to WMO region II Members then to make best use of the available capacity it is recommended that a UKSF user group is formed. That group would be responsible for consolidating the requirements of the WMO region II members for the WWW data to be transmitted.

There are a number of possible data sets that could be sent to WMO Region II members:

Observations:

UKMO currently only receives the 6 hourly observations from this region, a region II RTH (presumably Moscow) would need to send those observational data required for regional use, to us over the GTS to that they could be relayed. The data volume of the observations is small, less than 2MBytes per day. The UKMO does receive aviation meteorological data from states within Region II, but these products are broadcast over SADIS and so would not be included as part of this proposal.

Charts:


UKMO do not produce charts for the WMO region II area except those for the aviation community that are already on the SADIS broadcast. UKMO do receive charts from both Moscow and Tokyo that we could include if requested by the users. The average size of a low resolution T.4 chart is about 60KBytes; high resolution charts are 100KBytes. 

Forecast Products:

Forecast products as defined in the Bracknell catalogue and agreed as part of WMO resolution 40 can be made available. The data volume of a typical output from the numerical model at Bracknell on a 2.5 degree by 2.5 degree grid in 6 hours time intervals is about 3MBytes of data. It is possible that this data may need to be sent twice, as it is for the SADIS broadcast, in case errors prevent the data from being reconstructed.

Table 2 shows the time taken to send this data using the bandwidth available assuming the data throughput is 90% of the available bandwidth:

Table 2
Expected Transmission Times of WWW Meteorological Data 

Data Type
Size
Transmission Time

Observations
2MBytes per Day
12 minutes per day

One T4 Chart
60KBytes per Chart
20 seconds per Chart

GRIB Forecast Model Data.
3MBytes 
36 minutes (assuming sent twice)

4. Timetable for Implementation

The activities required to make WWW data available on UKSF and their inter-relationships are shown in Figure 4.

The present position regarding the installation of the upgraded satellite uplink facility is that the system has passed most of its acceptance tests, however, there is a problem with the Network Management System (NMS) that needs to be resolved.

The present implementation plan is as follows:

1. Resolve the remaining problem with the NMS

2. Install one half upgraded satellite uplink facility at Whitehill (No redundant components).

3. Put new system into operation and 'soak test' for seven days

4. Decommission old equipment at Whitehill and install second half of new system.
Once the new system has been running for three weeks it will be possible to test adding the WWW data to the broadcast. The earliest this could take place would be the start of December.

If the new system has not successfully passed its acceptance testing by the end of November then its installation will be delayed until January 2000 in order to avoid making operational changes close to one of the main Year 2000 date changes.






Figure 4
Activities required to make WWW Data available on UKSF
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Satellite receiving systems procured and installed by WMO region II members
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Upgraded satellite uplink facility installed and operational at Whitehill








Test increased capacity of satellite uplink facility








(1)  Network Address Translation :  Static NAT is used to convert a private IP address on an internal network to an official one for GTS communication.  
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