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1
Background
A wide range of NWP centres undertake global or regional observational monitoring activities in accordance with the Manual on the Global Data-processing and Forecasting System (WMO-No. 485), Volume I - Global Aspects, with different practices and procedures implemented and used at various centres. 
The WIGOS Framework Implementation Plan (WIP) specifies two global actions related to quality management:

	Action No.
	Activity
	Deliverable

	5.1.1

G
	Develop WIGOS Quality Management guidance, mechanism, practices and procedures
	1) Initial WIGOS QM to be incorporated into WIGOS Regulatory Material

2) Appropriate bodies have responsibilities identified in their ToRs

	5.1.2

G
	Examination of current quality management practices and procedures being used by WMO observing programmes
	Report on QM practices and procedures used with identification of areas for improvement


The main shortcoming of the current monitoring practices is the absence of the active feedback mechanism (automatically activated corresponding corrective procedures) between the NWP Monitoring Centres and data providers (NMHSs) to fix problems detected by the monitoring, neither in a real-time/near-real-time nor in non-real-time regime. 
The aim of this draft is targeted at improving the quality of the observational data needed for NWP. However, all the WMO application areas will benefit from the improved performance of the observing networks/systems and improved and documented data quality.
The currently defined systems for quality monitoring predominantly rely on the concept of communications via the GTS and do not take advantage of WIS and modern technologies and communications means.
There is a consideration to extend the role of global and regional NWP centres to an enhanced quality monitoring system or to establish appropriate WIGOS QM Centres (WQMC) at the global and regional levels to be responsible for such monitoring activities.
On the CBS/WIGOS Workshop on Data Quality Monitoring and Incident Management there was a consensus that the current monitoring system for land surface observations is in urgent need of modernisation and revitalisation. In this respect it was considered to establish a global WIGOS quality monitoring system including an incident management. The workshop clarified the requirements of this system and the structure which is proposed to WMO for consideration. Advantage should be taken of best practice operations and functionality of quality monitoring of WMO members. However, it is important to ensure that all levels and types of Member technical capability and observing system design should be considered in its concept and structure.
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Aims
1. To revise the current requirements for, and practices and procedures of the WMO/WWW Quality Monitoring
, analyse the gaps and make recommendations for improvement.

2. To review the structure, processes, practices and procedures of non-WMO international observations quality monitoring and to make recommendations for improvement.
3. To define and implement a WQMS, basic principles of which are drafted in Annex 1.
3
Scope (Initial): 
The surface-based sub-system of WIGOS: Data quality monitoring of five basic surface variables (surface pressure, air temperature, wind, humidity and precipitation), including (at least):    
· Automatic distribution of monitoring reports to data providers, and
· Automatic real-time/near-real-time practices and procedures for follow-up/corrective actions.
The scope of WQMS will be extended in a stage approach once the initial (new) components and functionality are successfully implemented and the WQMS is operational.
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Deliverables 
The WIGOS Quality Monitoring System (WQMS) established with:
· WMO Lead Centres, Monitoring Centres and Regional Centres, which perform their tasks within the WQMS and
· A fault management system and a reporting system for monitoring the quality state of data and to rectify quality problems, including feedback mechanisms.
The WQMS should consist of the following elements:
a) The continuous real-time/near-real-time (operational, i.e. at least daily) and non-real-time (non-operational; e.g. monthly or other periods as necessary) monitoring and reporting of observational data quality by NWP centres.
b) A WQMS website with observational monitoring reports from the all monitoring centres accessible to WMO Members.
c) A WQM Focal Point network (at global, regional and national levels) supported by QM experts.
d) Software for the fault management, which permits the controlling of fault messages by all concerned parties, and operates on a database of the quality monitoring and fault management system.
e) A database for recording:

· monitoring results and statistics (for each station/system: statistics on observational errors (frequency, magnitude, etc.) of each measured/observed variable detected by quality-control checks/procedures),

· corrective procedures activated (feedback mechanism),
· fault rectification, 

· observing system issues (by observing station/system, date/time and parameter),

· records on persistent biases or failures in observations,

· improvement of observational data quality, performance and maintenance of station/network.

f) A forum for:

· sharing information on issues and priorities associated with fault detection and rectification,

· recording FAQs (frequent/common problems and their solutions),

· contacting experts when assistance is needed, 

· sharing experiences, lessons learned,
g) The requirements of the fault management system include:

· A fault identifier should be able to verify that the fault is rectified

· Anyone can raise a fault as the fault identifier

· Faults are actioned by the regional lead centres or the global lead centre

· The history of faults should be retained for analyses purposes.

· Faults should have an ongoing status and should be capable of reminding.

· Access to a FMS should be restricted and not public.

· A software issue tracking tool should be employed that has the following functionality:

· Email based

· Faults should have an ongoing status and should be capable of reminding
5
Description of the WQMS
The structure of the WIGOS Quality Monitoring System WQMS is envisaged as a network of competent centres in service for and cooperation with the members through observational system focal points of the NMHS.

The core of the network are one or more global NWP centres, which make modelling and monitoring methodologies available to the community. With the comparison of observations and data assimilation results questionable or missing data can be recognized with fast automated procedures and a quality feedback can be given to the members via global and regional centres. The output of global NWP centres is the prerequisite of monitoring reports and the oversight of necessary activities by Global Monitoring Centres.
One or more Global Monitoring Centres act as Global Lead Centres on QM and Fault Management and coordinate the global QM. They have a quality monitoring functionality and a fault management functionality.
Regional Lead Centres connect the focal points of the local NMHS with this network, disseminate regional reports and coordinate the regional activities in the fault management system. 
The requirements perhaps formulated as terms of references, of all entities and of Members in the operation of the system should be well defined and regulated within the relevant WMO technical regulations and guides.

The establishment of incident management and associated feedback mechanisms and procedures is an essential element to be incorporated within the new QM system and should have provisions for communications channels between all entities in the observations monitoring structure.

The Incident Management System (IMS) should be integrated or associated with the quality monitoring system and its outputs and should facilitate feedbacks between data users, the monitoring and lead centres and observing system operators and managers. The IMS should facilitate the registering and tracking of incidents by all users and stakeholders.
The general structure is depicted in the following scheme:
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Detailed requirements for the elements of the WQMS are given in Annex 3. In summary the functional architecture of the generic monitoring system including the improved WQMS is depicted in the figure below.


[image: image2]
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Tasks and Activities

The implementation of the WQMS requires activities of different bodies of the WMO and WIGOS: 
1. Develop regulations/guidance on the WIGOS Global Quality Monitoring System (2016, TT-WRM)

2. Develop functional and technical specifications for a global Fault Management System (FMS) - 2015 [S.Klink, TT-WQM]

a. Identify an off-the-shelf FMS that might be applied and assessed in the FMS pilots. (TT-WQM)

3. Develop a proposal for the GOS Implementation of the WIGOS Global Quality Monitoring System (IPET-WIFI/SG-QM, ET-SBO)

4. GOS QM Pilots (SG-QM)

a. Pilot (2015 - ECMWF, NCEP, others?) [R.Grumbine, D.Richardson]

Participating NWP centres to agree on:

i. Information to exchange;

ii. Format for exchange;

iii. Feasibility and commencement.

5. Integration of GCOS networks into EUMETNET monitoring system (2015) [S.Klink]

6. GOS FMS Pilots (2015 - ET-SBO)

a. 2 regional pilot FMS in association with the NWP Quality Monitoring Pilot

7. Develop guidance on the GOS WIGOS Global Quality Monitoring System (SG-QM, SG-RM)

8. Produce report to ICG-WIGOS on GOS Quality Monitoring and Fault Management System pilots (2016 - TT-WQM)

7
Abbreviations
DB

Data Base

FM

Fault Management

GMC

Global Monitoring Centre

NWP

Numerical Weather Prediction

QM

Quality Monitoring

WQMC
WIGOS Quality Monitoring Centres

Annex 1

Draft Basic Principles of Data Quality Control Monitoring (DQCM)

(General guidance on DQC monitoring practices and procedures)

Reference: Guide to the Global Observing System (WMO-No. 488). 
Taking into account different aspects, there are several different categories of observational errors to be identified by appropriated QC checks
, and continuously monitored:
1. Source of errors:

(a) Errors due to technical devices (equipment), including instruments;

(b) Errors inherent in observing practices, procedures and methods;

(c) Subjective (human) errors.

2. Frequency of errors:

(a) Random errors (distributed more or less symmetrically around zero and do not depend on the measured value). 

(b) Systematic errors (distributed asymmetrically around zero). On average, these errors tend to bias the measured value above or below the actual value; they can be caused by a long-term drift of sensors, or a sensor without valid calibration.

3. Magnitude of errors:

(a) Gross / large errors (caused by malfunctioning of measurement devices or by mistakes made during data processing; errors are easily detected by QC checks).

(b) Micrometeorological (representativeness) errors (caused by small-scale perturbations or weather systems affecting a weather observation; owing to the temporal or spatial resolution of the observing system, the results may appear strange compared to surrounding observations taking place at the same time, when such a phenomenon occurs during a routine observation).

DQCM should:

1. Detect equipment faults/failures, long-term sensor drifts, other aspects of performance, etc.;

2. Detect different types of errors;

3. Identify systematic differences from neighbouring stations, both in spatial fields and in comparative time series; 

4. Record/monitor numbers and types of errors detected by quality-control checks/procedures; 
5. Activate appropriate corrective procedures (feedback mechanism); and 
6. Provide evidence on reliability of observations.
Continuous real-time / near-real-time (depending on the frequency of observations) data quality monitoring should be performed by the National Meteorological Service. It should cover the monitoring of: 
(a) Completeness and timeliness( of observations at the observing station;

(b) Completeness and timeliness of observations at the national centre (missing or incomplete data);

(c) Quality of observing station/system data transmitted to the national centre (erroneous data). 

Basic QC tests/checks to be used for (c) are as follows:
1. Limit tests (extreme values; hard and soft). 

2. Variability tests (two different types of variability tests: one which tests the maximally allowed variability during a specified time interval (e.g. the difference between two subsequent values) and one which tests the minimal required variability during a certain period (‘dead band’ range). 

3. Inter-parameter consistency tests. Values measured at the same time and at the same place may not be inconsistent to each other.

4. Spatial consistency tests. Values of the same parameter measured at the same time at nearby stations may not differ too much from each other. 

Some assessment can and should be performed in real time/near-real-time (operational DQCM), whereas other quality evaluations can only be accomplished when sufficient amount of data has been gathered over a longer period of time (non-operational DQCM). 

The non-operational DQCM includes monitoring intended to identify and correct chronic or persistent system problems that may not be readily identifiable by the operational DQCM. Its purpose is to review the general performance of the observing system/network and to identify shortcomings which may persist after real-time monitoring is completed. 
Data Quality Control Monitoring (DQCM) requires preparation of different summaries and statistics on observational errors of each measured/observed variable. 

For each station, monitoring statistics on observational errors (frequency and magnitude) of each measured/observed variable should be collected through a series of flags (see Annex 2) indicating the results of each check, and generate hourly, daily, weekly, monthly and yearly summaries of the following:

1. The total number of observations scheduled and available for each variable (completeness of data);

2. The total number of observations which failed the quality-control checks for each variable (quality of data) in case of:

(a) Plausible value check;

(b) Time consistency check;

(c) Check on a maximum allowed variability of an instantaneous value;

(d) Check on a minimum required variability of instantaneous values;

(e) Internal consistency check;

(f) Percentage of failed observations (quality of data);

(g) Error and threshold values for each failed observation (reason for failure);

(h) Root mean square error/mean error/percentage failure for failed observations for each station (daily/weekly/monthly/ yearly) (quality statistics).

The statistics provide information with aimed at: 

(a) Monitoring quality of station performance, 

(b) Locating persistent biases or failures in observations, 

(c) Evaluating improvement of observational data quality, performance and maintenance of station/network. 

Large percentages of failed observations at stations are most likely due to hardware or software failures or inappropriate maintenance. These should be referred back to the network manager.

_________

Annex 2

Draft Quality Control Flags used for the surface observations

1) Reference: Guide to the Global Observing System (WMO-No. 488)
All surface observational data should be flagged using appropriate quality control flags. These are used as qualitative indicators representing the level of confidence of the data. At the basic quality control level, a simple flagging scheme of five data quality control categories suffices. The quality control flags are as follows:

1. Good – accurate; data with errors less than or equal to a specified value;

2. Inconsistent – one or more parameters are inconsistent; the relationship between different elements does not meet defined criteria;

3. Doubtful – suspect;

4. Erroneous – wrong; data with errors exceeding a specified value;

5. Missing data;

6. Changed.

It is essential that data quality be known and demonstrable; data must pass all basic quality control checks. In case of inconsistent, doubtful and erroneous data, additional information should be provided; in case of missing data, the reason of missing should be transmitted. 

2) Reference: Manual on Codes - International Codes (WMO-No. 306), Volume I.2: Part B and Part C
Another option for the surface observations is the BUFR descriptor 0 33 020:

Code figure
Quality control indication of following value

0 
Good 

1 
Inconsistent 

2 
Doubtful 

3 
Wrong 

4 
Not checked 

5 
Has been changed 

6 
Estimated 

7 
Missing value

_______

Annex 3
Requirements for the elements of the WQMS

Three elements of the WQM system are identified: Monitoring centres, WMO Lead Centres and Regional and National Members. The following basic principles should be observed:

Monitoring Centres
· Monitoring Centres (MC) should provide monitoring information in standardised formats but not be highly constrained to how their monitoring systems should be implemented – rather their monitoring processes should be tailored to the NWP model utilised and centres should made available detailed information on how monitoring is performed (e.g. online on a web page).

· MC should not be limited to reporting on specific observing systems or parameters but might provide monitoring information for a range of observing systems and parameters and Lead Centres should be able to receive and process such information.

· MCs should undertake quantity monitoring at the parameter level – i.e. they should have responsibility for providing availability statistics and status for individual parameters, stratified by station, time interval, geographical location and altitude.

· Requirements or terms of reference for MCs should be well defined and they should be resourced as necessary by Members.

Lead Centres
· Lead Centres (LCs) should have the responsibility and authority to raise incidents and request action to rectify identified faults and issues.

· While it is likely that only a single global Lead Centre for quality monitoring of land surface observations is required, regional Lead Centres might be necessary to coordinate regional monitoring practices and provide technical support for fault rectification. The global LC might be responsible for the performance and coordination of the regional LCs.

· The global LC should be responsible for the reception and processing of quality information and reports from the MCs and for the operation of the incident management system.

· Requirements or terms of reference for LCs should be well defined and they should be resourced as necessary by Members.

Regional and National Members

· Members should receive or have access to higher frequency quality monitoring information – e.g. at least daily reports and diagnostics.

· While passive information is useful and is required – particularly for quality analysis – quality reports should also consist of alerts or alarms that indicate a requirement for an active response from Members to address and issue or fault.

· Members should have access to comparative statistics from MCs to enable them to determine if they are receiving all available observational data.
The requirements for these elements are detailed in the following:

Requirements to be an NWP Centre providing Global Observations Monitoring Function

1. Be a GDPFS Centre participating in Global Deterministic Numerical Weather Prediction (as defined in activity 2.1.1 of the new Manual on the GDPFS)

2. Make monitoring methodologies publicly available

3.  [Included in general WIGOS requirements: Must commit to delivering the required monitoring products for a sustained period and Must agree to participate in audits of the monitoring procedures of the centre]

4. To make the monitoring data available to the agreed schedule, with the agreed content and in the agreed format.

Requirements of NWP Centres to Provide an Observations Monitoring 
1. “Accurate” volume A

a. what they should expect to receive 

b. what they can utilise

2. Required format

3. Required content

4. Frequency of QM reporting (distinct from no. of observations in a period)

Content of monitoring information provided by NWP centres

For availability monitoring

Encourage NWP centres to exchange machine-processable files containing:
· For observations from stations with WMO station identifiers, received and decoded,

· station identifier (full WIGOS identifier - use the OSCAR key), location (lat/long in decimal format), date/time of arrival (UTC, ISO 8601 format) , flag of whether used in assimilation, parameters actually present (BUFR identifiers), date/time of observation (UTC, ISO 8601 format), NWP centre identifier (CCCC)

· made available as they are produced by the operational system 

· machine readable in simple standard format such as csv or JSON

For quality monitoring

· blacklisted stations with reason for blacklist of each station

· for blacklisted stations, statistics (e.g. bias, standard deviation from analysis)

· Lower priority (noting the data volumes)

· for all stations

· statistics (e.g. bias, standard deviation from analysis)

· with availability records, include obs-background and/or obs-analysis

For improvement of the monitoring procedures

· statistics on downloads of the files containing the statistics
Requirements of Global Lead Center(s) on QM & FM

1) Quality Monitoring Functionality

a) Coordination and oversight of global QM.

b) To consolidate GQM reports into a single global report

c) Disseminate QM information through regional centres.

d) Monitor status and progress on c.

2) Fault Management Functionality

a) Coordination and oversight of the global FMS.

b) Follow up on issues escalated by the RLCs.

3) Produce an annual report to the Technical Commission on the performance of the QM and FM systems.

4) Monitor the status and performance of the QM and FM systems

Requirements of Regional Lead Centers

1) Maintain and utilise the Fault Management System for the registering and analysing of regional observations quality issues.

2) On a frequent routine basis (e.g. daily) undertake obs. system health analysis:

a) Data availability

b) Data quality

c) Metadata availability

d) Metadata quality

3) Analyse regional fault status and put issue/errors into context for the member:

a) Identify error by type: communications, encoding, or obs. system data quality

4) Provide both routine and ad hoc feedback to GLC regarding status, issues and escalated faults.

5) Produce and provide routine (e.g. quarterly) summative report to regional members, Regional Associations and the GLC.

6) Provide technical support to national members (focal points) for fault rectification.

7) Maintain a technical support centre for national members in :

a) Communications aspects relating to observing systems

b) Message encoding/decoding aspects related to observing systems

c) Quality of metadata.

8) Make available (e.g. online) daily summative report of status and errors.

9) Issue automated, nationally directed, daily error/exception reports based on NWP GMC QM information - needs tuning based on obs system, variable, etc.

10) The routine report should contain a list of any issues that are required to be escalated to the RA and/or the Technical Commission for more urgent or authoritative action.

11) The RLC should develop a policy and a procedure for escalation of issues to higher authorities (e.g. RA, GLC, Technical Commission) that prioritises issues according to severity and urgency for rectification.

12) Notify when a NFP cannot be contacted.

Requirements by Regional Lead Centers (what they need)

1) Provision of information and analysis tools to support their functionality.

2) Access to a fault management system.

3) Regulations and guidance to be made available.

4) Accurate and up to date contact information for national observing system FPs.

Requirements of Members (What should Members do)

1) Act on faults/errors to rectify.

2) Use the FMS to report on status and rectification of faults/errors.

3) Maintain programmatic metadata (e.g. Volume A and OSCAR).

4) Take action to prevent errors reoccurring in the future.

5) Nominate (to WMO) active and trained Observing System Focal Points

6) Ensure that they are affiliated with one RLC for QM purposes.

7) Members should cease transmission of errant data on the GTS.

8) Members should be expected to rectify faults within a specified time (e.g. depending on the data/system).

9) Seek support from the RLC as required to rectify faults.

Requirements by Members (What do Member need to carry out the required functions)

1) Monitoring and fault analysis tools:

a) Encoding verification

b) Message delivery/reception diagnostics (regional/global)

2) WMO Regulations and guidance for operation of the GQM system.

� Quality monitoring also includes monitoring of quantity 


� See � HYPERLINK "https://googledrive.com/host/0BwdvoC9AeWjURlFWdC1qSzRNdkE/wmo_488-2013_en.pdf" ��Guide to the Global Observing System (WMO-No. 488)�, Appendix VI.2 “Guidelines for quality control procedures applying to data from automatic weather stations”;


( regarding the standard times of observation
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