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•Develop integrated, shared cyberinfrastructure for 
managing and accessing geoscientific data: systems, 
middleware, applications

•Collaborate with many different projects and 
activities, broadening beyond institution

•Engage in co-development with partners

•Avoid “reinventing the wheel”

The CDP is aimed at developing sustainable, effective strategies 
for data management and sharing, leading to an institutional data 
presence on the web.
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Climate Models Campaigns Space WeatherRemote Sensing

CDP Services
Data Hosting MSS access Metadata Catalogs Services

Data Search & Discovery Auth & Authz Services

Data Download Data Aggregation & Subsetting

Data Transformation Data Analysis & Visualization

Web Browsers Native Clients
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OAI Catalog Federation

CDP

BADC GCMD
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Carbon in the Mountains 
Experiment

Integrated Surface Flux Facility (ISFF)

CDP
Data Integration
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Building a DataGrid across BU,  UAH, & NCAR
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GIS Portal
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ORNL:  Climate storage &
computational resources

LANL:  High-resolution ocean
models & computing

USC/ISI:  Computational grids,
& grid-based applications

NCAR:  Climate change
predication and scenarios

LBNL:  Climate storage 
facility

LLNL:  Model diagnostics
& inter-comparison

ANL:  Computational grids,
& grid-based applications

The Earth System Grid
(ESG)

http://www.earthsystemgrid.org
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ESG: An Operational DataGrid for Climate Research
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ESG: An Operational DataGrid for IPCC
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Moving Many Files: DML
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A Few Metrics

• ESG CCSM/PCM Site

• 1269 registrations

• 73.8TB of data available, 591 datasets and 470,000 files

• 6.31TB downloaded in 12,755 files

• ESG PCMDI/IPCC Site

• 410 registrations

• 26.5TB of data available in 59,300 files

• 60.11TB downloaded in 275,400 files
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Models Archives Federation

Portals, Applications, and
Information Technology R&D

Observation

Globus/Grid THREDDS
SRBGDS

OAI
LAS

Cyberinfrastructure

OPeNDAP
NCL/PyNGL

GIS
CFnetCDF/NcML
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GO-ESSP
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Closing Thoughts

• Excellent opportunities exist for developing and 
leveraging shared cyberinfrastructure.

• Our efforts to construct large-scale distributed 
systems are still in their infancy. Complexity is a big 
challenge.

• And so is SECURITY!
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