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	Summary and the Purpose of the Document

The document is to report the outcome of CBS/Expert Team on Communication Techniques and Structure (Tokyo, 11-14 October 2005) and follow-up discussion on the WIS data communication structure.



Action Proposed :   The meeting is invited to provide comments and appropriate recommendations.

Annex :  “Consideration on evolution of IMTN clouds towards the WIS core network”
1.  General consideration from the service aspect
1. 1  WIS services
Considering various kinds of requirements from all WMO and related international programmes, WIS should provide the following fundamental types of services.  Table 1 shows required characteristics of them.
(1)  Routine collection and dissemination service for time and operation-critical data and products

This service is based on real-time “push” mechanism including multicast and broadcast. 
(2)  Data Discovery, Access and Retrieval (DAR) service

This service is based on request/reply “pull” mechanism with sophisticated data management and standardization. 
(3)  Timely delivery service for data and products

This service is based on delayed mode “push” mechanism with trigger functions such as scheduling by time-table and monitoring the accumulation amount of required data.  

Table 1  Required characteristics of WIS services

	
	(1) Routine collection and dissemination service
	(2) DAR service
	(3) Timely delivery service

	Main use
	· WWW operation

· Operation of other WMO and related international programmes 
	· Research use

· Exploring new data for operation

· Verification of NWP models 
	· Research use

· Monitoring and statistic programmes 

	participants
	· WMO Members

· Organizations authorized as NC and DCPC (Non-WMO Members)
	· WMO Members

· Organizations authorized as NC and DCPC (Non-WMO Members)

· WIS individual users (persons and institutions) 
	· WMO Members

· Organizations authorized as NC and DCPC (Non-WMO Members)

· WIS individual users (persons and institutions) 

	Timeliness
	Severe real-time (e.g. global exchange within 1 min)  
	Human tolerable level (e.g. portal initial response within a few minutes)  
	Dependent on specific user requirement (e.g. 

delivery within 5-10 minutes) 

	Traffic predictability
	Predictable by analysis of requirements
	Unpredictable except statistic prediction by monitoring 
	Predictable by analysis of requirements

	Reliability
	Extremely required (e.g. coordinated backup scheme for 24x7 no-interruption)
	Generally required (e.g. short or partial service suspension is allowable)
	Required (e.g. alternative remedy for recovery )

	Security
	Indispensable (introducing security measures in every aspect)
	Indispensable (data integrity, preventing attack of denial of service)
	Indispensable (data integrity) 


From the functional view, the WIS comprises three major components, i.e. National Centres (NC), Data Collection or Product Centres (DCPC) and Global Information System Centres (GISC).  The components are linked together by the WIS data communication network.
At the fifth meeting of the Inter-Programme Task Team on Future WMO Information Systems in 2003, the roles of the components were summarized as Table 2.  The table shows that the fundamental services are realized by combination of all WIS components.

There is apprehension about inheritance of the GTS deficiencies as follows:

·  The WIS functional structure (i.e. GISC-DCPC-NC) is similar to the GTS one (i.e. WMC-RTH-NMC or RTH on MTN-RTH not on MTN-NMC) in hierarchical design principle; 

·  Thus the WIS may inherit the deficiencies of the current GTS such as garbling bulletins, imperfect dissemination of global exchange data, undesirable message loop and serious delay.

However it should be clarified that the current GTS deficiencies are caused by not hierarchical design but defects of implementation and operation.  The WIS functional structure is appropriate to map the WIS components through a smooth evolution from the current components.

Table 2  Roles of WIS components

	NC
	(1) Collect observational data from within their country   [S-1]
(2) Provide observations and products intended for global dissemination to their responsible GISC (possibly via a DCPC)  [S-1, S-3]
(3) Provide observations and products intended for regional or specialised distribution to the responsible DCPC   [S-1, S-3]
(4) Collect, generate and disseminate products for national use   [S-1, S-3]
(5) Participate in monitoring the performance of the system    [S-1, S-2 ,S-3]
(6) Authorize their national users to access WIS, as required   [S-1, S-2 ,S-3]

	DCPC
	(1) Collect information intended for dissemination to NCs within its area of responsibility (i.e. regional collections)   [S-1]
(2) Collect special programme-related data and products    [S-1]
(3) Produce regional or specialized data and products    [RSMC like]
(4) Provide information intended for global exchange to their responsible GISC  [S-1, S-3]
(5) Disseminate information not intended for global exchange    [S-1, S-3]
(6) Support access to their products via WMO request/reply (”Pull”) mechanisms in an appropriate manner     [S-2]
(7) Describe their products according to an agreed WMO standard and provide access to this catalogue of products and provide this information as appropriate to other centres, in particular a GISC     [S-2]
(8) Ensure that they have procedures and arrangements in place to provide swift recovery or backup of their essential services in the event of an outage (due to, for example, fire or a natural disaster)   [S-1, S-2 ,S-3]
(9) Participate in monitoring the performance of the system    [S-1, S-2 ,S-3] 

	GISC
	(1) Receive observational data and products that are intended for global exchange from NCs and DCPCs within their area of responsibility, reformat as necessary and aggregate into products that cover their responsible area   [S-1, S-3]
(2) Exchange information intended for global dissemination with other GISCs   [S-1, S-3]
(3) Disseminate, within its area of responsibility, the entire set of data and products agreed by WMO for routine global exchange (this dissemination can be via any combination of the Internet, satellite, multicasting, etc. as appropriate to meet the needs of Members that require its products)   [S-1, S-3]]
(4) Hold the entire set of data and products agreed by WMO for routine global exchange for at least 24 hours and make it available via WMO request/reply (”Pull”) mechanisms [S-1,S-2]
· Maintain, in accordance to the WMO standards, a catalogue of all data and products for global exchange and provide access to this catalogue to locate the relevant centre

(5) Provide around-the-clock connectivity to the public and private networks at a bandwidth that is sufficient to meet its global and regional responsibilities.   [S-1, S-2 ,S-3]
(6) Ensure that they have procedures and arrangements in place to provide swift recovery or backup of their essential services in the event of an outage (due to, for example, fire or a natural disaster)  [S-1, S-2 ,S-3]
(7) Participate in monitoring the performance of the system, including monitoring the collection and distribution of data and products intended for global exchange    [S-1, S-2 ,S-3]  

	Where;

S-1 :  Routine collection and dissemination service

S-2 :  Data Discovery, Access and Retrieval (DAR) service

S-3 :  Timely delivery service 

Information :  various kind of data, products and their metadata catalogue 


1. 2  Fundamental components supporting WIS services
1.2.1  GTS

Executive Council (EC) at its fifty-eight session emphasized that with the sustained progress benefiting from Information & Communication Technology (ICT) development made in its implementation, operation and upgrade, the GTS, including satellite-based data-distribution systems and the Improved MTN, would effectively contribute to the WIS implementation as the core communication component for exchange and delivery of time and operation-critical data and products
Although the GTS will take an extensive role of the WIS most effectively, it does not always cover all area of the real-time routine collection and dissemination service.  Because the current GTS is:

·  restricted to connectivity within WMO Members with cost-sharing manner;

·  mainly focused on the WWW requirements;

·  mainly based on traditional message switching mechanism by WMO heading scheme. 

The conditions may be in transition according to the various requirements.  The WIS progress will request the GTS to handle operational data exchange of programmes other than the WWW.  In addition to the message switching, the use of file transfer mechanism with WMO file-naming convention has been spreading.    However it is very sensitive to expand the GTS connectivity to NCs and DCPCs operated by Non-WMO Members.

1.2.2  Integrated Global Data Dissemination Service (IGDDS)
EC at its fifty-eight session emphasized the importance of a strong coordination, especially with meteorological satellite operators, to ensure full integration of IGDDS into WIS, taking benefit from the rapid progress of IGDDS activities into the overall WIS implementation planning.   The IGDDS is now one of the components of WIS.
The IGDDS, as a system, is the circulation scheme of space-based observation data and products for WMO programmes.  The Advanced Dissemination Method (ADM) within the IGDDS is dissemination services other than through direct broadcast for satellite sensor data and products. The ADM system includes the use of data relay between satellite systems, the use of commercially provided higher data rate services, and the use of services such as the Internet.   The IGDDS addresses different functions, as required for a consistent approach:

· Data acquisition (raw data from satellites, higher-level products, inter-regional data exchange);

· Data dissemination (via telecom satellite broadcast, via Direct Broadcast, or, via point-to-point networks);

· Data access, on request, allowing data discovery and delivery to authorized users;

· Data and user management including user requirements review, interoperable catalogue, ensuring service quality and user support.

It is expected that the IGDDS would be for not only WMO Members but also non-WMO Members.

1.2.3  Data Discovery, Access and Retrieval (DAR)

Some prototypes and pilot projects will evolve into sophisticated WIS data Discovery, Access and Retrieval (DAR) systems which consist of Internet portals and diverse data sources with standardized metadata catalogues and collaborative data management. 

Figure 1 shows an outline of relation between WIS services and fundamental components.  It should be considered how to cover the following parts of services:

· Data access, on request, allowing data discovery and delivery to authorized users;
· Routine collection and dissemination services for NCs and DCPCs operated by non-WMO Members 

· Timely delivery services for NCs and DCPCs operated by non-WMO Members

· Timely delivery services for individual users (persons and institutions)
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2.  General consideration from the network aspect 

2.1  WIS communication elements

In most cases a concept of homogeneous constructions makes benefits such as cost-effectiveness and easiness of management, maintenance and operation.   As the concept is applicable to establishment of telecom systems, the WIS data communication structure on homogeneous network architecture is desirable theoretically.  However it is not realistic at the moment because of differences in local infrastructure, affordable network services and required quality of services.  Therefore the WIS data communication structure should be considered as an appropriate combination of various communication means such as dedicated circuits, managed data communication services, satellite based communication systems and the Internet.

The WIS structure contains four communication elements as follows:

· Core network 

A core network is literally the core of WIS data communication structure and closely links a small number of GISCs together.

· Trunk links

A trunk link is a joint segment between a GISC and a DCPC.

· Branch links 

A branch link is a leaf node segment between a GISC/DCPC and an NC/user.

· Multicast/broadcast 

Multicast/broadcast is a direct dissemination element from a GISC/DCPC to wide-spread NCs/users.

2.2  Core network

2.2.1  Evolution of the Improved MTN

Indispensable requirements of the core network are predictability and stability in available throughput (bandwidth and network delay time), reliability for continuous operation on 24x7 basis without interruption data integrity and security against malicious attacks such as intrusion, denial of service, tampering, spoofing and snooping.  To meet the requirements, not the Internet but closed network services on SLA (Service Level Agreement) should be used.  The Improved MTN currently consists of two closed network clouds by SLA based services and it should evolve into the core network in common understanding.

2.2.2  Topological consideration

Topology of the core network has been expected so-called full-mesh connectivity among a small number of GISCs since initial development of FWIS concepts.  Lately it is said that the preconception should be reviewed.

Consideration points and tentative reviewing results are as follows:

(1)  Possibility and benefits of GISC grid computing architecture comprised of many nodes 

Generally there are two types of “Grid technologies”.  One is so-called “Grid Computing”.  It means enhancement of processing capability by gathering available computer resources.  The other is “Data Grid” for sharing data of common interest distributed at diverse sources.

Applying to the GISC case:

· the former might be used for sharing responsible area, but it is not always beneficial to all WIS participants because of complexity in keeping homogeneous service quality, and managing and operating a huge grid system round the clock;

· the latter might be used for synchronizing global exchange data and sharing dataset  for ad hoc request/reply.  However increasing GISC nodes would lead the core network to congested conditions with a heavy load of total traffic for synchronizing.

As known well, the “Data Grid” technology is successfully implemented in the SIMDAT project (V-GISC) in RA VI.   One of reasons of the success could be a tight collaboration of great potential centers, i.e. DWD, Meteo France, UKMO with ECMWF and EUMETSAT.  In a practical view, it is doubtful whether many nodes with different capacity could achieve the same success.  As the result, a concept of many GISCs by grid architecture could be impractical.
(2)  Possibility of use of the Internet to enable a large number of GISCs

There is an idea that use of the Internet will address the restriction on the number of GISC nodes as well as the issue of full mesh connectivity ( it will always provide the necessary backup link ) and of course it will be cost - effective.
As a tentative review result, this idea is based on misunderstanding about real nature of GISC number and full-mesh issues. The GISC problem relates broadly to other aspects such as system capability and controllability, service uniformity, responsibility coordination and operational complexity.

In addition, risks of the WIS core network on the Internet basis should be recalled even though the Internet provides flexibility and cost-effectiveness in a connection aspect.
(3)  Necessity and benefits of full-mesh topology among GISCs

Full-mesh topology will bring two benefits.  One is ultimate configuration of GISC backup channels.  The other is operational simplicity in data synchronization. 

In considering the roles and responsibilities of GISCs, necessity of GISC backup channels must be understandable.  However it may be sufficient for a backup purpose to ensure 3 separate paths from one GISC to another in most cases.  In the sense, it is not a MUST but a preferable method.  On the other hand, from the operational view, it ensures very convenient and reliable data exchange with minimum delay.  In the sense, it is strongly desirable.  It should be noted that if the number of GISCs is large, it would burden each GISC with heavy load and extra costs.

Taking all the factors into consideration, full-mesh topology is necessary as long as the number of GISCs is small.

(4)  Correlation between the number of GISCs and reasonableness of full-mesh topology
Numerical consideration of full-mesh topology is shown in Table 3.   Excessive connectivity with data synchronization will hamper cost-effectiveness, flexibility of upgrade and uniformity at service quality level due to over-requirement in performance.  

Comparison with the current MTN in the total number of connections within the network and the number of connections at each GISC show that 6 or 7 GISCs could be generally reasonable maximum.   From the practical and relative evaluation, the full-mesh can be appropriate on the assumption that the number of GISCs would be less than 7 inclusive.  In case of more GISCs, the full-mesh should be avoided.  

Table 3  Consideration on full-mesh topology in case of 4 to 10 GISCs
	Number of GISCs

(N)

Evaluation items
	4 
	5 
	6 
	7 
	8 
	9
	10
	Comparison with

 the current MTN  

	Total number of connections

(N-1) x N / 2
	6
	10
	15
	21
	28
	36
	45
	24  (18 MTN centers)

	Number of connections at a GISC

(N-1)
	3
	4
	5
	6
	7
	8
	9
	1 – 5  (average 2.7)

	Multiple number of synchronization traffic to original data

 (N-1)
	3
	4
	5
	6
	7
	8
	9
	17 (on the assumption of full synchronization of 18 centers)

	Max number of hops
	1
	1
	1
	1
	1
	1
	1
	5

	Minimum bandwidth for WWW requirement

(N-1) X 64kbps
	192

kbps
	256

kbps
	320

kbps
	384

kbps
	448

kbps
	512

kbps
	576

kbps
	64 kbps/link X (number of links: 1 – 5)


2.2.3  Risk-management

Specific architectural configuration should be considered for risk-management as the core of WIS structure.  Applicable options are as follows:

·  Dual network configuration by two different network suppliers in association with a sophisticated routing protocol for effective load balancing (e.g. not HSRP (Hot Standby Routing Protocol) but EIGRP (Enhanced Inter-Gateway Routing Protocol))

Note) The solution of a core network by dual network with two suppliers should be an expensive solution. It is worth studying one supplier network with the Internet VPN connections as backup.
·  Backup access line connected with a different access point (PoP: Point of Presence) for mission critical traffic 
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2.3  Trunk and branch links

2.3.1  Available options of telecommunication means

Some options of telecom means should be prepared for trunk and branch links to adapt to various data exchange requirements and different conditions of local infrastructure.   Available options are a GTS circuit, other terrestrial dedicated circuit, the Internet (VPN and non-VPN), a satellite based telecom circuit (1-way and 2-way VSAT) and so on.  

Most of NCs are likely to implement plural telecom means as a branch link with a GISC/DCPC, for example, the GTS dedicated circuit for time-critical operational data, the Internet VPN link for near real-time products and the Internet access to a portal for ad hoc request/reply.

[image: image3.wmf]
2.3.2  Asymmetric traffic capacity
A traffic pattern on a link depends on types of centers at both ends.  Analysis of traffic patters is beneficial to engineers to design their links appropriately.  In most cases, traffic unbalance between incoming and outgoing is inevitable.  It is worth studying introduction of appropriate methods for asymmetric capacity such as flexible contract manner of managed network services, combination of two-way and one-way links, and addition of complementary Internet VPN link for overflow traffic.   Possible examples are shown in Figure 4. 

[image: image4.wmf] 


2.3.3  Internet use and managed data network services
Since a lot of branch links will be connected with a GISC/DCPC, it is essential for a GISC/DCPC to seek cost-effective options to minimize their recurrent costs as well as an NC.   Reasonable link options are definitely designed on the Internet basis.   Although most promising option is an Internet VPN link, complement options such as HTTPS Web data ingest, FTP ingest and e-mail data collection/distribution should be prepared as a GISC/DCPC function.  The e-mail reporting format and HTTPS and FTP ingest procedures are based on industry standards with slight peculiar rules necessary to handle WMO data.

On the other hand, there must be NCs which prefer dedicated links to Internet links from the view to respect GTS tradition.  To meet their requirements with cost-effectiveness, a collaboration framework to join a common managed network service should be coordinated as well as the trunk link case.  Although there seems administrative difficulty in the coordination, empirical know-how from the IMTN project becomes a great help. 
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2.3.4  Multicast/broadcast element
 Multicast/broadcast element should be carefully designed from the stand point of recipients, keeping balance of costs, availability and utility.

Large volume of data set required routinely with common interests of NCs and authorized users should be distributed efficiently on multicast manners.   Two possible options of multicast are Satellite-based communication systems and Internet-based distribution mechanisms.

The former is lately being watched with keen interest.  The standard DVB-S multicast technology allows use of off-the-shelf inexpensive V-SAT equipment.   EUMETcast, which is one of successful examples, is already in operation by using commercial telecommunication satellites.   It covers Europe in Ku-band and Europe, Africa and Middle-East in C-band.  There is movement to establish DVB-S multicast systems in other regions for global coverage.  Although it is expected that IGDDS would promote the movement, there are still hurdles to overcome not in technical but in administrative aspect.  
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A typical example of the latter is Unidata IDD (Internet Data Distribution) for dissemination of earth observations from multiple data sources to the Unidata community (mainly universities in US) through the Internet on near real-time basis.  The IDD Cluster, routinely relays data to about 300 downstream connections at an average rate of approximately 170 Mbps (~1.8 TB/day), with peak rates routinely exceeding 290 Mbps (~3 TB/day).   Lately NCAR, UPC (Unidata Program Center) and ECMWF have tested the IDD Local Data Manager (LDM) software for data collection activities in the THORPEX Interactive Grand Global Ensemble (TIGGE).   During the testing, the LDM was demonstrated to be able to relay over 17 GB/hour in a single datastream from ECMWF to NCAR. 

Technically Internet-based distribution schemes like the IDD are extremely promising.   Early coordination with appropriate community bodies is required.
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3.  Further study
  The following items on WIS data communication structure should be studied with a high priority.

(1) Concept for WIS comprehensive backup

· Backup connections with alternate GISCs

(2) Smooth evolution and migration scenario
· Evolution process from the Improved MTN to the WIS core network

· Adjustment of the current GTS configuration to WIS topology

(3) Standardization of protocols and procedures

· Comparison of VPN techniques (IPsec, PPTP, SSL and SSH)

· Differences between WMO standards in Attachment II-15 and industrial standards

· Standard VSAT

(4) Administrative aspects

· Hurdles in administrative aspect of the collaboration framework by multi-nations

· Adaptability to contracts on SLA and agreement on MoU

· Appropriate collaboration schemes for satellite-based communication systems (DVB-S)
· Appropriate collaboration schemes for Internet-based distribution mechanisms
(5) Technical solutions of key issues

· Complementary Internet VPN link for overflow traffic
· Effective load balancing on dual network configuration

· Possible services for mobile terminal users

Annex

Consideration on evolution of IMTN clouds towards the WIS core network

1.  MTN configuration  

MTN consists of 18 MTN Centers and 24 connections.

Not all the segments become elements of the WIS core network.   [image: image9.wmf]Exeter
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2.  General outline of  the Improved MTN (IMTN)

Current IMTN is structured with two clouds provided by different suppliers.   
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3.  Consideration on evolution towards the WIS core network
(1)  Continuation of the two clouds 

Reasons of two clouds in the IMTN (from discussion in 1999-2002)

·  Risk-management :   We should not entrust all eggs to a sole cradle.
·  Benefits from each :  There is no predominant supplier superior to others in every region and in every aspect such as tariff, technical quality, contractual flexibility, customer support (help desk) and swift recovery.
Evaluation of the current IMTN operation 

·  Cloud I by BT ignite :  Reasonable cost, excellent performance and reliability, well functioned help desk and customer support
·  Cloud II by Equant  :  Reasonable cost, good performance and reliability, rational help desk and customer support
Most MTN centers are satisfied with current operational situation.   
Consequently existing situation by two clouds may be desirable in the pragmatic evolution process.

(2)  Migration from Frame relay to MPLS

It is expected that MPLS migration provides full-mesh connectivity within a VPN group and better cost-performance. 

·  Cloud I by BT ignite:  under discussion 

·  Cloud II by Equant  :  migration within a year 
Therefore it is not indispensable but preferable to migrate MPLS in appropriate time for participate centers.
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4.  Conceptual example of possible evolution (Most reliable but expensive case)
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Figure 2  Applicable options for risk-management
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Figure 4   Example options for asymmetric traffic capacity
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Figure 1   WIS services and fundamental components
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Figure 6   An outline of EUMETcast





Figure 7   Hierarchical data flow of Unidata IDD 





Figure 5   Example of use of a common network service within a collaboration framework
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Figure 3  Example of a branch link by plural telecom means
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