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Abstract
The UK Met Office runs a network of over 200 automatic synoptic observing sites. Over the past few years this network has been upgraded so that all data are received within a central system to one minute resolution. The hourly synoptic observations are then created from the one minute data and also stored centrally.
Storing the data in a single, central database in near-real time has meant that new methods for monitoring and analysing data are now possible. The availability of minute data has also meant that new types of data analysis can be undertaken. 
Hourly data have been used to produce reports for a diverse range of purposes, including forecast warning verification, hourly data feeds during rainfall and snow events and, recently, hourly updates on observations of volcanic ash.

Although techniques for analysing minute observations are still at an early stage of development, useful applications for these data have already become apparent. These include real-time monitoring for sensor faults (e.g. data spikes and stuck sensors, sensors reporting values out of range), detailed post event analysis (e.g. minute rainfall accumulation) and detailed comparison of data from collocated sensors. 
This paper describes the underlying architecture of the observing system and provides detail on some of the applications and techniques being developed using both hourly and minute data.
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Introduction
The UK Met Office is near to completion of a project to overhaul its automatic weather station (AWS) network. Previously, several different types of AWS were in operation - each with their own individual hardware and software peculiarities. This made the network difficult to maintain because each separate system had to be supported separately. Also, some systems were becoming outdated and in need of modernisation.
A project was undertaken to replace all AWS systems with a new, standardised system: the Meteorological Monitoring System (MMS). All sites were equipped with new loggers and a new central data repository was created to hold all AWS observational data. Most of the existing sensors have been retained - the project was intended to standardise data collection and storage rather than to replace sensors. The first MMS sites became fully operational in late 2007 and there are now 220 MMS sites in operation, with around 15 remaining to be installed.
The MMS system stores an archive of minute data from all sensors. It also stores an archive of all coded observations. This paper discusses some of the analyses and methods which have recently been developed using these data sources.

System Overview
Sensor data are collected at all MMS observing sites on a minute basis by data loggers. Checks are performed on the sensor data at source and if a sensor is providing insufficient/no data then no minute data will be produced. If problems such as large step changes or values outwith acceptable ranges are detected then minute data will be produced but with an error flag attached so that they can be excluded from the final coded observations. 
The minute data are stored at source until the site is polled by the central data collection system. (Sites are polled at least every hour - more often for sites with high operational importance.) Data are then transmitted from the logger by IP connection, telephone line or mobile telephone. The minute data are stored in an Oracle 10g database and used to create coded observations. The coded observations are also stored in the Oracle database before being sent on to downstream systems.
An important benefit of this design is that minute data can be sent at any time after local storage. This means that if there are communications problems the data are not lost and can be resent once the problem has been resolved. This has led to consistently high levels of data completeness, with only one month in the past year dipping below 99% completeness (see fig. 1).
Another benefit is the use of a flagging system to mark suspect values. This means that, whilst suspect data are not included in coded observations, they are still retained for analysis.
The main drawback of this design is that if there is an outage of the central database or data polling system then no data are transmitted from any sites. However, as mentioned above, the data will not be lost in cases such as these - they will be resent once systems are restored. There is also a full backup system, used automatically in the event of system problems, which mitigates against this risk.
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Fig. 1 Completeness figures for hourly SYNOP reports May 2009 - June 2010
Data Storage Overview
The MMS system uses an Oracle 10g database to store observational data. There are many tables within the MMS database but the three most important ones from an observational data point of view are:
1. site information table
2. hourly coded observations
3. minute observational data
The site information table holds basic site information, such as site name, latitude, longitude and elevation. Each site has a unique ID which links it to the other data tables within MMS. Furthermore, the unique ID also links the site to the pre-existing climatological database, which also runs on Oracle 10g. This is extremely useful because it means that, by using a database link, the MMS database can be queried alongside the climatological database. This means that minute and hourly values from MMS can be compared against long-term climatological data and historical metadata. 
Hourly coded observations are stored in a single table within the MMS database which is linked to the site information table. Previous to MMS, observations were sent to a mainframe computer by the different AWS systems, via different data routes. They were then added to the climatological database on a daily basis. Whilst this is fine for climate research, many climate database users would benefit from earlier access to the data.
Minute observations are also stored in a single table which links to the site information table. Each minute value is stored in a separate row, along with an identifier which links it to the correct site and meteorological element, and a series of data flags. The flags are used to record any potential problems with the minute data and can be set for such purposes as step changes, invalid data, missing data and data which are out of range. 
Figure 2, below, shows a generalised representation of the data storage structure.
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Fig. 2: Overview of table structure: main MMS data tables and link to climatological database
Utilising Hourly and Minute Data

Near Real-Time Data Quality Control
Previous to MMS the highest resolution data available in a central database were hourly observations which were used in near real-time to monitor data quality. By using minute data, it is possible to identify some sensor problems much faster than previously. This means that the sensor can be blocked from contributing to observations more quickly, preventing incorrect observations being sent out. The problem can be reported to engineering staff earlier to allow faster resolution of the fault.
New checks using minute data need to be developed and tested to ensure they are effective in identifying erroneous or suspect data, Initially, three main types of check have been developed but it is expected further tests will be created in the future as more is understood about the properties of minute data for each type of sensor.
1. Range Checks

At the moment, “gross” range checks are performed within the logger on site. These prevent any minute data which are clearly out of range from being used in coded observations (e.g. air temperatures which are over 45°C or snow depths over 1 metre - out of range for UK sites). Further range checks, tailored for time of year and individual station climatology, are then applied.
By means of example, figure 3 shows some long-term maximum air temperature figures for the past 30 years at two UK sites - Lerwick (Shetland Isles) and Heathrow Airport
	STATION
	MONTH
	MAXIMUM AIR TEMP

	LERWICK
	JANUARY
	11.7

	LERWICK
	JULY
	23.4

	HEATHROW AIRPORT
	JANUARY
	15.4

	HEATHROW AIRPORT
	JULY
	35.5


Fig. 3: Selected maximum air temperatures, 1980 - 2009
Statistics such as these, available in the climatological database, will be compared to minute data in the MMS database. This means that much smarter checks can be run on minute data, based on both month and station climatology, rather than apply a cruder, more generalised check to all data. For example, a January air temperature at Lerwick of over 11.7°C would be exceptional and a range check based on this value could generate a message to investigate further. However, in July or at Heathrow Airport the same temperature fits well within the climatology so no further action, and no warning message, is needed.
2. Stuck Checks
An occasional problem with automatic sensor data is “stuck” values - i.e. the sensor reports the same value continuously, in error. This an easy problem to spot using minute data. MMS sensors report values to several decimal places* and, if they are working correctly, there is always a small variability in the output. This is true even for elements such as soil temperature and air pressure which can quite feasibly stay almost constant for long periods of time.
To find sensors which are truly “stuck”, the standard deviation of the sensor output is calculated on an hourly basis, looking back over the previous hour. If it is EXACTLY zero, indicating a completely flat trace from the sensor, then a message is produced to say that the sensor is stuck. Figure 4, below, shows an example of the difference between a slowly varying 100cm soil temperature sensor and a stuck one.
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Fig. 4: Hour long charts of 100cm soil temperature from a normally operating, and stuck, 100cm soil thermometer
Both charts show 60 minutes of 100cm soil temperature data and both y axes show a range of 0.02°C. The variation in the normally operating sensor is very low but is always present due to tiny fluctuations in sensor output voltage. This gives the hourly trace a very small, but nonzero, standard deviation which distinguishes it from the stuck sensor.
*The number of decimal places output by the sensor is not an indication of the accuracy of the reading - readings are always rounded to at least 1 decimal place.   

3. Step Change Checks

Another problem is sudden jumps in observed values, beyond what would be expected due to changing weather conditions. Step changes are checked for on two levels within the MMS system - at logger level and then within the minute data.
Similar to range checking, the logger applies checks for very large step changes on the sample values within each minute. For example, for air temperature measurements, four samples are taken each minute. These checks are defined differently for different meteorological elements but represent step changes which could be deemed “impossible” between samples - e.g. a temperature change of 5°C or more. If step changes such as these are found then the corresponding minute data are flagged to indicate a potential problem and are not used in the subsequent coded observations.
After this, further step change checks can be applied to the minute data itself to identify any suspect minute values. This is useful for picking up data spikes, which could indicate sensor deterioration. These can otherwise go unnoticed because individual values may look perfectly normal and averages may look fine too. Figure 5 below shows an example of visibility data which was highlighted by looking for minute step changes over 10km - although individual values are all well within range, the spikes at 18 minutes and 35 minutes (indicated by the dotted lines) look suspect. This type of check is not used to block data from coded observations - it is used instead to monitor possible problems. If several spikes are seen at a particular sensor then it can be monitored more closely to determine whether or not it should be replaced.

[image: image4]
Fig. 5: Visibility data showing possible spiking 
All of the three types of check described above have been carried out on hourly data for many years. The benefit of running the checks on minute data are twofold. Firstly, the limits of the checks are much finer so that more subtle problems than can be identified in hourly data can be uncovered. Secondly, because of the higher temporal resolution, problems can be spotted more quickly - in near real time. This means that action can be taken very soon after a problem occurs, preventing bad data from being used by downstream systems, and also means faulty sensors can be replaced more quickly. 

Sensor Intercomparison
Several sites have both a visiometer and present weather sensor capable of measuring visibility. A common problem with visiometers is that they can become obstructed by spider webs and other dirt and debris. This causes visibility readings to be lower than they should be, which is hard to spot quickly because plausible values are still reported.
It was discovered that the visibility reported by the present weather sensors does not appear to suffer this problem to the same extent. Its output can be compared to that from the visiometer, the difference between the two being a guide to when there is a possible problem. 

Figure 6 shows visibility data from a visiometer and present weather sensor at the same site over 1 month. The pink line shows the data from the visiometer, which is reading much lower than the present weather sensor to begin with. When the site was visited, indicated by the yellow vertical line, the visiometer was cleared of spider webs and a dramatic difference resulted. 
The output from the two sources of visibility data are now routinely checked to look for problems such as this. Only hourly spot readings, not minute data, are needed to do this because of the longer timescales involved. However, previous to MMS, output such as visibility readings from the present weather sensor were not available centrally - only locally on site. Now that all the sensor output is stored in a central location, analysis such as this is relatively simple to undertake.

[image: image5]
Fig. 6: Comparison of visibility data
Forecast Warning Verification
Forecast warnings are routinely issued at military airfield sites for site-specific weather criteria. Observational data are required for daily analysis and verification (or otherwise) of any warnings issued. Previously, this was carried out by extracting data locally and then checking for “warnable” occurrences (e.g. wind speed over 35Kts, air temperature below 0°C). There was a lot of local variation in the methodology applied and the data extraction and analysis process was time consuming.

Using the minute data within MMS, software was written to extract all data applicable to airfield warnings and check for any values which exceeded predefined thresholds. Windowing functions are used so that data within an hour of each other are considered as part of the same weather “event”. (This prevents the undesirable situation of receiving a separate message for every minute value which exceeds a given threshold). The minute data are also analysed to find the extreme value(s) for each event (e.g. highest wind speed, lowest air temperature).

Reports are created containing the start and end times for all data found to exceed the warning criteria (fig. 7). These are then emailed automatically (using the Oracle UTL_SMTP utility) to the corresponding stations where they can be compared against the warnings actually issued. 

The software runs automatically every night so there is no need for individual processes to be carried out on a local basis and producing the reports centrally ensures that the verification process is uniform across all sites. This also saves time previously spent manually extracting and analysing data. Using minute data gives more accurate start and end times for events than previously possible and also means that even very brief criteria exceedences are captured in the reports. 
STATION A:  AIR_TEMPERATURE < 0

----------------------------------------

nil

STATION A:  MAX_GUST_SPEED >= 30

----------------------------------------

18/03/2010 1042 - 18/03/2010 1336 max 34.2

18/03/2010 1459 - 18/03/2010 1525 max 31.6

18/03/2010 2132 - 18/03/2010 2205 max 30.5

STATION A:  MAX_GUST_SPEED >= 43

----------------------------------------

nil

STATION A:  MIN_CONC_TEMP < 0

----------------------------------------

nil

STATION A:  MEAN 10 MINUTE WIND_SPEED >= 20

----------------------------------------

18/03/2010 0137 - 18/03/2010 0152 max 20.2

18/03/2010 0739 - 19/03/2010 0000 max 26.6

STATION A:  MEAN 10 MINUTE WIND_SPEED >= 34

----------------------------------------

nil
Fig 7. Example “warnable events” report
Post Event Analysis
Observational data are in high demand after severe weather events. Previously, the highest resolution data available centrally were hourly observations. Whilst this is usually sufficient for elements such as temperature, which tend to vary more slowly over time, it is sometimes helpful to have higher resolution for other elements - notably rainfall.
During periods of severe rainfall, it is not only the hourly amounts which are of importance but also periods of particularly high rainfall rate. This is not always apparent from the hourly totals but is much clearer in minute data. Figure 8 below shows data from a recent rainfall event. Although hourly totals give a good indication of rate of rainfall, the minute data contain more detail. The hourly total for 00:00 - 01:00 of 12.2mm doesn’t reflect the fact that most of this amount fell within a 15 minute period. By looking at the minute data, it can be seen that 13.4mm fell between 00:43 and 01:07 - a rainfall rate of 33.5mm/hr: much higher than indicated by the hourly totals.
The high resolution data means that a clearer picture of events such as this can be obtained and the resulting impacts are more understandable. 
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Fig. 8: Cumulative minute rainfall data over 6 hour time period
Volcanic Ash Monitoring
During the recent eruption of the Eyjafjallajokull volcano in Iceland it was important to monitor all manual observations for any reports of volcanic ash (either settling on the ground or aloft). These reports, when applicable, are made in SYNOP coded observations using special “groups”. 
Because all coded observations are stored in a single table in MMS it was extremely easy to set up a job to check for any observations which contained these special ash groups. A report was automatically compiled and emailed to the appropriate contacts every hour containing any observations where ash had been observed. These were available around ten minutes after the hour of observation (e.g. the 0900 observations were available via email by 0910). 

Before the MMS system was installed this type of report would have been much more difficult to set up and it is likely that staff would have been required to manually check observations. A huge benefit of storing all AWS data in a central, easily accessible, database is that, in unusual but important situations such as this, data feeds can be set up with little time and effort in order to respond to user needs.

Summary
The MMS project has seen a fundamental change to the way AWS data are collected and stored. One benefit of this is increased resilience in cases where there are communications problems on site - data can be resent at a later time which has led to excellent data completeness from MMS sites. It has been possible to develop several new  uses for the data collected by MMS due to having all the data available in an easily accessible central store plus the progression to using minute data. This has meant that problems with sensor data are discovered more quickly and that more subtle checks can be run on sensor data. It has also meant that several new types of reports and data comparisons are now possible and are quick and easy to set up.
Appendix: Querying Minute Data: Challenges and Techniques

(This appendix assumes some knowledge of databases and SQL programming and can be skipped if not of interest to the reader.)

The main challenge to querying minute data is the sheer volume of it - a single day’s data for one meteorological parameter comprises 1440 rows of data. This means that techniques created for hourly observations are not always suitable for minute data and that tuning database queries becomes of great importance.

The main purpose of this paper is not to discuss database structure or SQL tuning but, since it provides background on important challenges faced during development, a brief description of these is given below. Some of the items below discuss syntax and/or techniques specific to Oracle databases. However, many of the techniques and certainly the challenges will be applicable to other types of database.

Table Indexing and Partitioning
Minute data are indexed using site ID, observation time and meteorological element (e.g. air temperature, wind speed). This helps improve performance since almost all queries will be based on site, observation time or element type, if not all three of these parameters. It also means that particular importance needs to be placed on specifying as many restrictions on these parameters as possible when querying the data. 

The minute data table is partitioned, with a separate partition for each day of data (midnight - midnight). It is usually faster to run queries within a single partition rather than across different ones. This means that if 24 hourly analysis is required then it is best, from a performance perspective, to run it over midnight - midnight time periods, thus avoiding querying two partitions. However, this is not always possible, or indeed desirable, and some of the techniques described below can help improve performance in cases where multiple partitions are being queried.

Tuning Methods
Several methods have been found to speed up query execution. The extent to which they enhance performance depends on many factors, not least the underlying database structure. The techniques here worked on the MMS database but cannot be guaranteed to work as well on others. As with all tuning techniques, the only way to truly tell whether they work is to try them out and see if there’s an improvement. 

1. Bind all variables

This is something which should be done as a matter of course, especially when performance is an issue. It proved particularly useful when applied to the database structure described above because all the minute data are in a single table, meaning only parameters such as observation time, site and meteorological element changed each time a query was re-run. All of these parameters can be bound.

2. Extract data in bulk then analyse afterwards

Running complex analysis directly on the minute data often proved to be very time consuming. The bulk of the time was associated with running complex SQL queries over different sites and/or meteorological elements and using GROUP BY or PARTITION BY clauses to separate the results as required. 

It was discovered that it was usually quicker to extract all data required to, then perform the analysis in, a separate holding table. Furthermore, dramatic performance improvements were found in some cases by performing a BULK COLLECT into a PL/SQL table and then performing the analysis within a PL/SQL procedure. Using the FORALL technique to store the results of the analysis in a “normal” table also generated significant time savings. Using these PL/SQL techniques cut some execution times by over 90%.

3. Specifying ROWNUM limits in subqueries

It was discovered that, in cases where subqueries returned a relatively low number of rows, significant improvement in execution time could be achieved by adding a restriction on ROWNUM within the subquery. This was typically used when a subquery was used to specify a subset of sites and/or meteorological elements. If it is known beforehand that there will be, say, under 500 rows returned by the subquery then adding a WHERE ROWNUM < 500 condition may help. 

4. Optimizer hints

Overall, optimizer hints provided the least dramatic improvements in performance but were still found to be useful at times. The most useful was the PARALLEL hint, which proved especially helpful if data were queried from multiple partitions. How useful this hint is will depend on parameters set during database installation.
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