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ABSTRACT

The UK Met Office Marine Automatic Weather Station (MAWS) network, consisting of moored buoys, light vessels and island systems, is designed to provide observations from data sparse oceanic and coastal regions around the UK.  This data is incorporated into numerical weather prediction models for forecasting and provides a valuable component of the climate record.  For both forecasting and climate purposes it is paramount, given the sums of money invested, that the dataset is complete and of the highest quality.  With network expansion and volumes of data on the up it is vital to maximise data availability and accuracy with the aid of seamless quality management.  This can prove labour intensive but in order to improve efficiency and standardise quality assurance automation is the key.
Over the course of 2010/11 the Met Office is working to automate its near real-time MAWS network quality procedures.  This will include automatic checks looking at the functional state of each buoy’s sensors, looking for spikes in data, highlighting if a sensor has become stuck, spotting out-of-range values and values that disagree with the background field.  In response to these checks the intelligent system will decide which line of action to take; sending an email alert, adding information to weekly quality reports, notifying the appropriate people to remedy the issue or, ultimately, making automatic changes to the buoy’s live data-stream.  It is imperative instrument malfunction is picked up as quickly as possible to ensure data continuity.

In addition to automation in near real-time, automation of climate quality procedures was completed in 2009, providing high-level quality assurance of buoys, light vessels, ships and rigs data for the long-term UK climate record. 

This poster presentation will detail the approach the Met Office has taken to automate both types of quality procedures and the value added by decreasing manual effort while increasing the amount of data being processed.

1.0 INTRODUCTION

The UK Met Office has developed a number of early warning systems to help reduce the effects of natural disasters, such as flooding due to storms and abnormally high sea levels. One such system is the network of Marine Automatic Weather Stations (MAWS) which are deployed on the edge of the UK continental shelf and in the North Sea. The MAWS network is made up of a combination of moored buoys, light vessels and island systems (see figure 1).
Each automatic system measures air pressure, air temperature, humidity, wind direction, wind speed and max gust, and (with the exception of island systems) sea temperature, wave height and period. Light vessel systems additionally measure visibility. All stations are programmed to transmit their observations hourly — 24 hours a day, 365 days a year. 

Data transmitted by the MAWS are disseminated over the WMO Global Telecommunication System (GTS) for use in numerical weather prediction (NWP), monitoring developing weather conditions, providing information on climatology of oceanic and coastal areas and providing ground truth for satellite observations. It was interesting to see in December 2007 the K3 buoy measured a significant wave height of 18.2 m and in March 2008 the K2 buoy measured a wave height of 17.6 m — the two highest wave events ever recorded by the network.  It is, therefore, vital that this dataset is as complete and accurate as possible to enable precise forecasts and climatological statistics like these.  
To maximise the potential of this important network the Met Office are in the process of improving and automating their MAWS quality procedures, with the ultimate goal of creating an intelligent quality monitoring system that will increase the quantity and quality of available data and reduce the staff effort involved. 
The latest MAWS data are viewable at http://www.metoffice.gov.uk/weather/marine/observations/ and historical data are available by contacting the Met Office. 

2.0 MAWS NETWORK

Figure 1: Met Office MAWS Network Map
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The MAWS array is made up of 17 automated systems in total (see table 1).  These include 10 moored buoys, 8 of which are in open-ocean locations mostly to the west of the British Isles, and 2 in coastal inshore waters. There are a further 5 systems located on light vessels in the English Channel and 2 systems on remote Scottish Islands (Sule Skerry and Foula).  In more recent times the Met Office has collaborated with other organisations to operate, monitor and maintain additional moored buoys.  These include 2 open-ocean buoys with Météo-France in the Bay of Biscay, and 1 open-ocean buoy at the PAP (Porcupine Abyssal Plain - http://www.noc.soton.ac.uk/pap/index.php) Observatory in the North-East Atlantic with NOCS (National Oceanography Centre, Southampton).
These 17 systems combined provide a good observing capability to the North, West and South of the UK (a network of rigs and platforms provide coverage to the East) and are a vital component in producing accurate forecasts and severe weather early warnings.
Due to the harsh environment in which the buoys and light vessels are situated, monitoring and maintenance of systems is crucial to ensure a continuous, high quality data stream.  There can be logistical difficulties in reaching these sites, especially in winter, so most systems, with the exception of the Island Systems and PAP buoy, are designed with two sets of instrument sensors providing two data streams.  Met Office data analysts and engineers can decide which sensors are ‘best’ and so which data will be disseminated over the GTS.  Where possible, sites will be visited and re-calibrated on a yearly basis.
3.0 WHY IMPROVE & AUTOMATE QC?

In recent years there has been an ever increasing demand for quality meteorological data.  In the case of marine data in particular, the demand for fixed time-series data (as opposed to ship routes) is high for both operational and research purposes.  As the MAWS network size increases the ability to monitor data availability and quality with manual processes become more difficult, more expensive and less efficient.  The current manual system is rather limiting and if the network were to be expanded considerably more staff time would be required for monitoring which nowadays is not an option.  These issues inevitably impact users and their requirements so must be improved.  
In addition, like so many organisations, there is on-going pressure to reduce costs and increase productivity.  This can be achieved if processes are automated with less manual intervention and more commercial opportunities explored.  To meet these needs the Met Office has planned a new automated MAWS Quality Monitoring System (QMS) that will be both flexible and intelligent in delivering maximum data potential 24-hours a day.

Table 1: Met Office MAWS Network

	Name
	Type
	WMO No.
	Latitude
	Longitude
	Responsibility

	K1
	Buoy
	62029
	48.732
	-12.472
	Met Office

	K2
	Buoy
	62081
	50.995
	-13.345
	Met Office

	K4
	Buoy
	62105
	55.4
	12.2
	Met Office

	K5
	Buoy
	64045
	59.1
	-11.7
	Met Office

	K7
	Buoy
	64046
	60.552
	-4.935
	Met Office

	Aberporth
	Buoy
	62301
	52.372
	-4.693
	Met Office

	Turbot Bank
	Buoy
	62303
	51.613
	-5.147
	Met Office

	PAP
	Buoy
	62442
	49
	16.4
	Met Office / NOCS

	Seven Stones
	Light Vessel
	62107
	50.1
	-6.1
	Met Office

	Channel
	Light Vessel
	62103
	49.9
	-2.9
	Met Office

	Greenwich
	Light Vessel
	62305
	50.4
	0
	Met Office

	Sandettie
	Light Vessel
	62304
	51.1
	1.8
	Met Office

	F3
	Light Vessel
	62170
	51.4
	2
	Met Office

	Sule Skerry
	Island System
	O3010
	59.083
	-4.404
	Met Office

	Foula
	Island System
	O3014
	60.111
	-2.063
	Met Office

	Brittany
	Buoy
	62163
	47.5
	-8.417
	Met Office / Météo-France

	Gascogne
	Buoy
	62001
	45.23
	-5
	Met Office / Météo-France


4.0 MAWS QUALITY MONITORING SYSTEM – SYSTEM OVERVIEW
The planned MAWS QMS will assess data from dual instrument sensors by comparing their independent values with each other, against recent observations and against the background model field.  The new QMS is designed to highlight and where possible overcome the following common issues:

· transmission problems

· stuck sensors

· corrupt data values (causing data spikes)
· faulty sensors

· sensor drift

· buoy detachment from mooring or dragging mooring 
· housekeeping maintenance issues
Once these issues have been identified the system will automatically select a route of action to rectify and/or alert the appropriate people to remedy the matter (see figure 2 or an example of this decision making process).
· The QMS will decide (using various checks) whether the dual sensor that is currently disseminated over the GTS is of better1 quality (with at least adequate2 quality) than the ‘non-live’ GTS sensor.



- If this is the case and the current sensor does not produce data of adequate quality the 


system will automatically turn off the faulty sensor so no further erroneous data can be 
 

transmitted over the GTS.


- If this is not the case and the non-live sensor has at least adequate quality, the system will 


automatically switch sensors so the next hour’s observation disseminated over the GTS will be 

from the other sensor.


- If, on the other hand, there is no ‘live’ sensor disseminating over the GTS but for some reason 

(maintenance etc) a sensor starts to work again, this will also be identified and switched on so for 

the next hour an observation will be made available on the GTS.
· The QMS will notify a data analyst so the root cause of the problem can be investigated and any erroneous data can be deleted, updated or flagged within the database.

· The QMS will also notify an engineer so the problem can be investigated and rectified.

· The QMS will update the MAWS Status metadata table within the database to record details of this change so future users will always be able to find out which instrument sensor a data value came from.
· The QMS will generate regular reports for engineers.
Figure 2: MAWS QMS Decision Process Overview

[image: image2.emf]1.

‘Live’ sensor being 

disseminated over GTS

e.g. sea temp 

2.

Compare ‘live’ sensor with 

other ‘non-live’ dual sensor.  

Is the the ‘live’ sensor still of 

better

1

quality than the ‘non-

live’ sensor?

6.

Switch sensor so better 

quality data is available over 

GTS

7.

Turn off sensor so 

erroneous data is no longer 

made available over GTS

8.

Data Analyst & engineer 

notified of change by 

email

9.

Metadata & Statistics 

table updated with change 

info

3.

Is the ‘live’ sensor still of 

adequate quality?

4.

No change to 

sensor

5.

Is the ‘non-live’ sensor 

of adequate quality?

YES

NO

NO

YES

YES

YES

NO


The intelligent system will make the majority of required changes independently, always logging and providing notification of these which will be monitored by a Data Analyst to ensure complex issues are being handled correctly.  By storing all instrument metadata and all periods a sensor is ‘live’ in a permanent archive, ensures data integrity for the user providing greater confidence and assurance in the data for now and the future.
4.1 MAWS QUALITY MONITORING SYSTEM – SYSTEM DESIGN

To enable the QMS functionality displayed in figure 2, while retaining flexibility and integrity, the system has been designed with an Oracle database at its core.  The QMS design is made up of 5 relational database tables (see figure 3) linked together by common variables (foreign keys).
(i) The Dual Sensor data table containing (decoded) data transmitted from all system sensors (all ‘live’ and ‘non-live’ data).
(ii) The Status metadata table containing information on which sensor is live/non-live and which sensors are serviceable, producing data of adequate1 quality.
(iii) The Instrument metadata table containing details of all existing and historic instrument sensors on each system and the date ranges these are valid.
(iv) The Best Data data table containing the best sensor’s data post-comparison (with associated quality flags) for the long term climate record.
(v) The Data Statistics metadata table containing details of failed transmissions and data corruptions during the past year.  

Under this new system MAWS data will be ingested into the database numerous times a day so monitoring and changes can be carried out in near real-time.  Raw data will always be stored and accessible including all header information (which is particularly useful for climate research).  The tables are designed to be flexible and can, therefore, easily be adapted if requirements for data management change/grow with time whether due to monitoring, research or commercial reasons.

Figure 3: MAWS QMS Database table design
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N.B.
where ID is made up of WMO number and a unique sensor ID.

where _S indicates whether it is serviceable and _L indicates whether the system is ‘live’ for data dissemination over the GTS
The decision process displayed in figure 2 is programmed using SQL which interrogates and updates each of the 5 tables while assessing and selecting the best quality data available in near real-time.  A front end user interface for Data Analysts and Engineers will ensure producing weekly reports, monitoring and any updates can be done easily while maintaining data integrity.  
Technical details of how some of the MAWS QMS processes will work are described below and depicted in Appendix I.
The 1st Stage checks whether a sensor is reporting regularly.  The QMS will check if a sensor’s transmission rate, from the Data Statistics table, has significantly decreased within the past 12 hours.  

· If ‘no’ (the sensor has not decreased transmission) then the Data Statistics table is updated and the QMS moves on to 2nd Stage checks.  
· If ‘yes’ (the sensor has decreased transmission) the Data Statistics table is populated with these details while the Status table is checked to see if the sensor is live on the GTS.  
· If the sensor is not live the Data Analyst is notified of the reduced transmission then the QMS moves on to 2nd Stage checks.

· If the sensor is live the Status table is consulted to check if there is another serviceable sensor with a significantly larger transmission rate (from the Data Statistics table) is available on the station’s second system.  
· If ‘no’ then the Data Statistics table is updated with this information.
· If ‘yes’, there is a serviceable sensor on the second system with a higher successful transmission rate, then the live sensor will be switched and the Status table updated to reflect the change.  Any recent missing values can then be populated using data from the serviceable second system.  Assuming the data passes further QMS stages it will then be stored in the Best Data table for the long term climate record.

The 2nd and 3rd Stages of the quality monitoring process look at elements that have become stuck (e.g. with conventional buoy cup anemometers a 'correction' of +1.8 knots is added by the on-board buoy programme, so when a cup sticks a constant/default value of 1.8 knots is produced), or reverted to default values, and spikes in the data respectively.  For stuck or default values reports, if this occurs for some time (number of consecutive same-value reports depends on element type) this is highlighted.  Through a similar process to that outlined in the 1st Stage above (see Appendix I) the QMS will establish a course of action to ensure the best data is made available, based upon which sensors are serviceable and which are live on the GTS.  In order to locate spikes in data the QMS will highlight any reported values that differ significantly from the preceding observations and/or background field data.  Single erroneous values from the live system can be replaced with good values from the second serviceable system.  If there are numerous spikes within a defined time period the QMS will take appropriate action to switch sensors or remove sensors from the GTS to ensure the best data, and/or no erroneous data is made available.  Any instances of sensors sticking, or reverting to default, or spikes in the data are detailed in the Data Statistics table.  Good values will be stored in the Best Data table for the climate record.
Further quality control checks will take place looking at inconsistencies between elements and climatology, out of range values and rate of change of change issues; these are outlined in section 6.
The new MAWS QMS will be implemented in steps over the coming year with completion due by end 2011.  Although ultimately the MAWS QMS is hoped to be a fully automated system in the initial development phase some of the work will be undertaken manually.  In these stages it is envisioned that the system will raise alerts by email prompting the data analyst to carry out necessary switching of sensors on the GTS and updates to the Status table.
5.0 BENEFITS FROM IMPLEMENTING MAWS QUALITY MONITORING SYSTEM
This new and improved QMS will bring about several direct and indirect benefits to the Met Office, the UK public and many other data users. 
Directly the improvements and reasons for improvements are:

· considerable step up in data quality 


- by continuous comparisons between sensors and automatically selecting the ‘best’ available sensor

- any erroneous data getting through to the database will be easily and quickly identified and flagged 
accordingly

· considerable increase in data amounts

- monitoring transmission and data failure errors in the Statistics database means engineers can better 
plan maintenance trips to systems before complete data failure on both sensors occurs.

- continuous comparisons between sensors and automatically selecting the ‘best’ available sensor

· reduced costs


- the predominantly automated system will require at least 50% less Data Analyst time during data 
monitoring tasks.

- by close monitoring of changing sensor/data quality engineer visits can be planned and carried out only 
when required.
· capability to handle greater volumes of data

- the automated QMS can process much more data than the previous manual system and in general, 
increasing data amounts (and more data variables) will not significantly impact the staff effort required.
Indirectly the benefits are:

· better weather forecasts – more available and more accurate data for model
· more accurate climate research

· increased commercial potential – by improving the capability to expand the network, there is greater potential to meet more commercial requests of collecting more data and new data types. 
· enhancement of the Met Office brand and reputation – reduced risk of supplying erroneous data on GTS (especially for long periods of time)
6.0 AUTOMATION OF QC & FLAGGING FOR MARINE CLIMATE DATA
In addition to the MAWS QMS development, over the past 2 years (with completion in 2009) the Met Office have streamlined their QC and flagging procedures for all surface marine climate data (including ships, rigs and MAWS).  This is the next step of the data checking process once it is stored in the long term ‘Best Data’ table, looking for inconsistencies between elements and climatology, out-of-range values and rate-of-change issues.
As there are many users of the Met Office’s Marine Climate Data (including climate researchers, educational institutes, legal enquiries and commercial businesses) each with their own specific requirements it can be difficult to design one QC & flagging system to suit all.  However, by using a simple standardised flagging QC system the user can take the flagging information and judge for themselves how to use the data.  The new system strikes a balance between automation and a little manual QC.  

There are 300 quality checks carried out on each observation loaded to the Met Office Oracle climate database, with 214 (>70%) automatic checks and 86 manual checks.  The manual checks look at out-of-range and rate-of-change issues which can introduce very erroneous data to the database but with little effort these can be corrected, removed, labelled as suspect or, for some extreme weather events, validated.
Flagging data in a useful way is essential for conveying information on quality to the user, but it is even more important when QC is (mostly) automated.  Deciding on a quality metadata structure is no easy feat, balancing the benefits of lengthy, complex and more expensive to store flagging, oppose to short, simple and less expensive to store.  

The Met Office has used a simple flagging structure for each element within an observation (see table 2) stored as a 4-digit number.  

Table 2: QC Flagging Structure
	Flag
	Flag Name
	Description
	Values
	Definition

	E
	Estimate
	Indicates whether an estimate has been made to an element value
	0
	No estimate made – value is original

	
	
	
	1
	Value estimated manually

	
	
	
	2
	Value estimated automatically

	S
	Status
	Indicates if the element value appears suspect
	0
	Value not suspect

	
	
	
	1
	Value suspect

	Q
	Query
	Indicates which type of QC check has failed
	0
	Original value not queried

	
	
	
	4
	Failed range check

	
	
	
	5
	Failed internal consistency / climatology check

	
	
	
	6
	Failed rate-of-change check

	L
	Level
	Indicates to which level QC has been carried out
	0
	No QC carried out (since loading to database)

	
	
	
	1
	Automatic QC complete

	
	
	
	6
	Automatic & manual QC complete

	
	
	
	9
	Level of QC unknown (used of historic data yet to be QC’d)


By Implementing this mostly automated QC system the amount of processing time saved has allowed much more data to be processed.  Now only 1.5 full-time equivalents (FTEs) are required for monitoring and processing in excess of 1 million observations per year.  Previously this amount of work would have needed around 3 FTEs to process (but with less standardisation and consistency) giving savings of 50%.
7.0 SUMMARY

The MAWS network of 22 automated systems is an integral part of the UK’s data collection with use in numerical models, climate research, legal cases, education and more.  The planned improvements to the monitoring of this data combined with the existing automatic QC & flagging will bring about greater flexibility and capability of the system.  Not only this, but by implementing the automated QMS the amount of data and quality will increase and staff time required to carry out the monitoring will decrease. 
To help secure the future of this network the potential for commercial expansion has also been increased.  The capability to sample new data types, in new locations has been enabled with little need for any more staff time to handle and monitor the data.
The intelligent QMS is designed using 5 tables within an Oracle database.  The system will store all data, a ‘best’ version of the data with associated quality flags, extensive instrument metadata, quality statistics and information on which sensors are live/non-live for data disseminated on the GTS.  This stored data will be used to analyse data being transmitted and allow the ‘best’ data to be made available where possible.  In addition, the QMS will notify the Data Analyst and Engineer where further attention is required and will generate regular reports detailing all notable changes.
The MAWS QMS is due to be fully implemented by end 2011. 

APPENDIX I: Technical MAWS Checking Process
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