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ABSTRACT
The Federal Office of Meteorology and Climatology, MeteoSwiss, is responsible for the maintenance of the national meteorological and climatological network of Switzerland. The project SwissMetNet (SMN) was initiated with the goal to automate, renew and unify the prevailing ground-based networks. This leads to a state-of-the-art unified and secured network of more than 130 automatic weather stations (AWS) and remote sensing sites (REM), measuring and transmitting all relevant meteorological parameters and housekeeping values to a central data base. 

It has already been proven that an automatic operational quality control on raw data (meteorological parameters and housekeeping values) is of great benefit. When implemented at different time scales two different kind of problems can be detected. At a first level a real-time control (plausibility tests online) was implemented which delivers instantaneous alarms; at a second level a quality control is operationally run on a daily basis, using measured raw data extending over a longer time period in the past (typically 3 months).

This second level quality control allows detecting drifting time series due to instrumental problems, which can not be seen by the first level control. The time to detect instrumental problems can be reduced. Furthermore this results in an improvement of the measurement accuracy and data quality.

This contribution focuses on the development, operational implementation and results of the second quality control on raw data.
INTRODUCTION
Within the project SwissMetNet MeteoSwiss is renewing all its ground-based networks. All automatic and manual meteorological observing stations will be unified in a state-of-the-art network shown in Figure 1. This homogeneous network allows to perform quality controls that can be applied over all stations. 
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Figure 1: Map of the new ground-based surface network of MeteoSwiss – SwissMetNet at its final stage in 2013

QUALITY CONTROL ON RAW DATA
In order to ensure reliable instrumental output data a quality control is performed on raw data (meteorological and housekeeping parameters). The purpose of this quality control is detecting instrument failures at its origin, in order to avoid gaps and to guarantee correct measurements. This finally results in a high data availability for the customers. Furthermore a quality control gives the opportunity to improve know-how on measurement techniques and the test results help to gain insight into the functioning of the measurement network.

Instrumental quality control at MeteoSwiss is performed at two levels: the first control is an automatic operational real-time default failure detection for single instruments. Plausibility alarms are triggered using minima, maxima, standard deviation and valid samples of each measured parameter. An integrated quality control uses eg. threshold values, dead band criteria and jumps and delivers instantaneous alarms.

At a second level, a Quality Control in Time (QCT) is operationally run on a daily basis, using measured raw data extending over a longer time period in the past (typically 3 months, depending on the parameter tested). This second level control was implemented to detect eg. drifting time series resulting from instrumental problems. 
QCT – Quality Control in Time

Specific parameters have been determined which are sensitive to instrumental problems and therefore serve as indicators. In a further step appropriate criteria were defined on these parameters to detect failures in the instrumental behavior. 
For the QCT Tool two different categories of tests can be distinguished. On the one hand tests for instrument degradation over time have been developed. The idea is to define a period in the past (length of time period depending on the specific instrument) which serves as a reference interval for the present. Only long-term observations can reveal for example when the time series of a redundant temperature sensor starts to drift compared to the official temperature measurement.

On the other hand tests for intermittent failure detection were developed. The idea of this category of tests is to detect cases where some events take place from time to time but only their repetition is a sign of failure. The typical example is that of a mechanical anemometer which is partly blocked by icing over short periods of time but doesn’t exhibit aging. The case we want to be able to discriminate is the case where the aging of the bearings, for example, leads to high ratio of zero wind speed repeatedly even when icing in not possible.
Example of a test for intermittent failure detection
In the SwissMetNet a combined wind sensor is in use that consists of a double blade wind vane and a cup rotor. These mechanically moving parts can be blocked for different reasons (eg. dirt) and therefore show too many wind calms and/or a constant wind direction. A too high number of zero wind speed measurements within one day can be the sign of a degradation of an instrument if it happens too often.
The idea of the test developed is to involves two levels of statistics: First a daily minimum number of “problematic cases” to be detected before flagging the day as suspicious; second if the number of “suspicious days” within a sliding window is too high then it shows that repetition of the problems is confirmed over several days. The sampling rate of the network being 10-minute data (144 samples per day), the first threshold is stated in terms of a percentage of suspicious values. In the example of the anemometer testing for discriminating freezing event from aging mechanical parts, the daily threshold of the total number of daily 10-min mean values of wind velocity with 0.0 m/s is set to 4% (of the 144 values that are possible during one single day). If this limit is exceeded the day is counted as suspicious. The ratio of suspicious versus unsuspicious days is computed using a 5-day wide sliding window. A threshold that yields good results is 3/5, 5 being the width of the sliding window. If this value is reached or exceeded then an alarm is raised. This means that the presence of suspicious days has to be confirmed three times within the 5-day window before raising an alarm. But when reached for many consecutive days the ratio cannot exceed the value 5/5 which allows for fast decay of the indicator (anti-windup behavior).

In some situations a blockage of a wind sensor can happen just because of harsh freezing weather conditions which does not demand an instantaneous intervention since it might recover by itself. Therefore the ideas that if an instrument degrades it does so with a one-way trend if an instrument freezes it does so only for a certain number of hours/days were applied.
In Figure 2 a graphic for the station of Samedan (Grison, Switzerland) is shown. In the beginning of December a very large amount of ten-minutes mean wind velocities are showing 0.0 m/s. Since this is occurring on a number of consecutive days an alarm is triggered. Manual observations have shown, that during this specific period the anemometer has been frozen but finally could cover by itself after a few days due to heating.
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Figure 2: Counts of 10-min mean values of 0.0 m/s wind velocity at the Station of Samedan for each day

In Figure 3 an intermittent failure detection test was run for the same station for the wind direction. Whereas it can be very well observed that on specific days the wind direction remains pretty constant no alarm is triggered since this is not occurring during a critical number of days chosen for failure detection. 
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Figure 3: Counts of constant wind direction between two 10-min values at the Station of Samedan

CONCLUSION
Quality control procedures are necessary for any meteorological network. Automatic quality control tests are very important for operational, automatic, high-resolution networks which are providing large amounts of data in real-time. Data gaps and erroneous data can be prohibited when quality control tests are already applied on an instrument level. Tests over longer time periods help to detect degrading time series.

Further tests will be developed on the level of the second level control QCT in accordance with tests from the first level control. 

Different testing periods will be applied for each individuell instrument taking into account the specifications of each sensor.

The overall goal is to have relevant tests to supervise each single instrument automatically and to visualize the output in an adequate manner to be useful for the operator of the meteorological network.
REFERENCES
B. Landl, Y.-A. Roulet, and B. Calpini, 2009. SwissMetNet: operational quality control on raw data of the new automatic meteorological ground-based network of Switzerland, 7th ECSN Data Management Workshop, Copenhagen, Denmark. 4 - 6 November, 2009





















	1
	

	
	

	


	
	
	
	

	
	
	
	5/5

	DOCPROPERTY "DocRef" \* MERGEFORMAT teco2010_huguenin_landl_proceedings.doc

 IF  <> "" " / " "" \* MERGEFORMAT 

 DOCPROPERTY "DocRef" \* MERGEFORMAT 




[image: image1.jpg]A SwissMethlet

cHa &

CHMCRM

Ack e,
A MU;MSK A

01w 40 Kilometer
i dFEyh g



[image: image4.png][image: image5.png]25

Wind calms (SAM)

15

10

I

Daily failure counts

Successive daily failure counts

Failure test YES (x10)

— Daily counts threshold (4%)

— Failure counts threshold in window (3/5)

0
o112

1012

2012

01/01

10/01 20/01 01/02 10/02 20/02
date

28/02



