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Status of AWS

-History
-Improvement
-Data flow



Agriculture Devel.in 1971// Co-work for 2007~2010

ASOS3 sites in 1904 : Mokpo, Busan, Incheon
2 sites in 1907 : Seoul, Daegu *) Blue means “manned office”

History – Observatory
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Start of the establishment of AWS
To support of Seoul Olympic Games in 1988
15 AWSs were installed at various sport stadiums
(including the Main Stadium and KMA )
5 Observing element : WD, WS, T, H, Precipitation
Change of observation : Analog → Digital

Increase of AWSs : 15 → 122 (’89 ~ ’91)

Introduction of ASOSs (’92)
4 ASOSs at KMA’s weather stations for synoptic observation

At present, KMA has 493 AWSs and 95 ASOSs

History – Land surface obs.
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Various Sensors nation wide in AWS

<Lasor based snow depth> <Ceilometer for cloud height>

<Forward scatter meter for visibility> <Solar radiation>



63.7 60.9 59.3 56.5 87.7 95.2 96.0 97.1 96.6 97.2 98.4

Diskette-based Prg. and strg. ROM-based Prg. and S-RAM used strg

Dial-up Modem Dedicated Line with 1.5Mbps

DAUP to Local agency to H.Q
(Data Acquisition&Processing Unit)

LAU to H.Q server by TCP/IP
(Local Acquisition Unit)

Failure rate

Fast

Simple

Improve – Securing observations
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Improve – Various network

Dedicated line
(Land obs.)

On-land obs. : transmit by both dedicated line and 4G cellular phone network

At-sea obs. : transmit by INMARSAT Satellite

INMARSAT Satellite

(Marine obs.)



Decoding file to “File DB(a kind of binary file)” by “direct access”
- One of 0~999 is allocated to AWS number that is the record location
- A length of record : at most 184 bytes a file(obs.), at most 110 bytes a file
- Storage one file by 0~59 min unit
• No indexing process
• Fast access to the AWS file
• Marking 4step QC by Flagging

Improve – Effective Data processing



Easy access to read AWS observations by URL-API (http://203.247.66.28)
- http://203.247.66.28/url/cgi-bin/url/nph-aws2_min_raw?

tm2=201307140812&stn=0&disp=0&help=1&authKey=authority key

Improve – Effective Data usage



COMIS collects all observations from AWS nation wide, followed by displaying 
analysis based on GIS system.

Display – Time series



Wind vector from AWS SatelliteRadar
ALWAIS has been set up for monitoring the real-time weather conditions
and ensuring appropriate responses against severe weather.
It collects and analyzes observation data collected from 588 AWSs,
weather radars, and weather satellites.

AWS accumulated precipitation for 15 min. 
AWS accumulated precipitation for 60 min.

AWS daily precipitation

Display - Application



Comparing between AWS and RADAR allows more accurate obs. to be made.

Correct – [example] intercomparison

Radar Hourly Rain

Corrected Hourly Rain

AWS Hourly Rain
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The others – Upper air



Buoy :  17 sites

Coastal Wave buoy  : 54 sites

Light house AWS :  9 sites

Ship :  1 ea.

Wave radar :  1 sites

3 m discus buoy 6 m NOMAD

70cm

The others - Marine



• PM10(KMA)
o  Data Acquisition interval : 5 minutes
o  Display in COMIS

- 5 minutes, 1 hour (every hour, average, maximum)

(PM10 Obs. nation wide)

The others - Asian Dust



The 3rd part Observation
-Sharing Policy-



Contents

Chap. 1 : General provisions
Chap. 2 : Standardization of weather obs.
Chap. 3: Establishment and management 

of  weather observations & 
utilization of data

Chap. 4 : Validation of meteorological 
instruments

Chap. 5 : Optimization of observation 
sites

Chap. 6 : Composition of Committee for 
standardization of  weather 
observations

Standardization Activity – Enact the law in 2005



KMA (AWS)
588 stations

28 Agencies
Over 4,000 stations

KMA is in charge of the data quality and site environment of over 4,000 weather obs. 
sites operated by 28 domestic agencies. 

All the weather obs. data is to be collected and distributed for the co-utilization by KMA
: Spatial resolution of ~5km can be achieved.

Standardization Activity – share AWS obs.



Observation managing system



MTMS
(Equipment)

OMDS
(Metadata)

MOMS
(Meteorological Observation Managing Sys.)

Done in 2016 Expected in 2017

MOMS



Metadata system – Obs. nation wide

Searching
Engine
- Authority
- Name
- ID
- Admin sector



Metadata system – Environment info.

General Information of equipment



Siting Classification by CIMO Guide of WMO
- Reference of uncertainty by sharing SC with end-users for data

Metadata system – Siting classification

Dist.
Hght.

Angl.

Obstacles

Temp.



Metadata system – Searching within a radius

Lat. Long. Radius.

Stn. Num.



StaticsAlarm

Malfunction

ESB

Statistic Analy.

Equipment Monitoring – Systematic control
Monitoring a life cycle of every obs. equipment 

on a basis of QC flag, receiving rate, status code, calibration info. and so on.



Equipment Monitoring – Handling malfunction
Detect malfunction of each sensor, followed by contacting repair man
Monitor all of the process of management

Local 
Authorities

Each status

Obs. area

Each status

Reserved
component

statistics



The End


