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1. INTRODUCTION

The World Meteorological Organization (WMO) 
organized a small Task Team (TT) to respond to a 
request from the United Nations Scientific Committee 
on the Effects of Atomic Radiation (UNSCEAR) to 
assist them with determining the meteorological 
aspects of a dose assessment of the radiological 
releases from the Fukushima Daiichi nuclear power 
plant accident. The TT’s primary mission was to 
examine how using meteorological analyses and 
introducing additional meteorological observa-
tional data might improve atmospheric transport, 
dispersion and deposition calculations, critical 
components in dose computation. Although the TT 
would not be doing dose computations directly for 
the UNSCEAR assessment, the members agreed 
that the best way to evaluate the suitability of the 
various meteorological analyses for this purpose 
was to use the meteorological data in Atmospheric 
Transport Dispersion and Deposition Models (ATDM) 
and compare the model predictions with radiological 
monitoring data. 

The TT consisted of participants who came from 
the Canadian Meteorological Centre (CMC), the U.S. 
National Oceanic and Atmospheric Administration 
(NOAA), the Met Office UK (UKMET), the Japan 
Meteorological Agency (JMA), and the Austrian 
Zentralanstalt für Meteorologie und Geodynamik 
(ZAMG). Representatives from the European Joint 
Research Centre (Ispra, Italy) were later invited to 
participate in the data analysis phase of the effort.

The methodology for evaluating the meteorological 
analyses by computing dispersion and deposi-
tion and then comparing these calculations with 
measurement data was designed during the first 
meeting (WMO, 2011) of the TT in Geneva. It was 
then updated during the TT’s second meeting in 
London (WMO, 2012). The general approach was 
that each of the TT participants would run their 
own Atmospheric Transport and Dispersion Model 
(ATDM) using the meteorological data analysis fields 
already available to them and the higher spatial and 
temporal resolution fields provided by JMA. The 
ATDM calculations would be standardized as much 
as possible in terms of input and output parameters, 
but each ATDM would retain its unique treatment 

of the meteorological input data, dispersion, and 
deposition computations, thereby providing a 
range of solutions based on variations in model 
parameterizations as well as on the meteorological 
analysis data.

Although direct evaluation of meteorological anal-
yses without the additional uncertainty introduced 
by ATDM calculations is possible by comparing 
weather observations with the analyses, the time-
and-space- integrated nature of the ATDM calculation 
presents a more realistic evaluation metric. There-
fore, the TT decided that the ATDM-meteorology 
computational results should be compared to the 
total accumulated deposition for Cs-137. Naturally, 
evaluation of the ATDM calculations relies not 
only on the meteorological data, but also on the 
time-varying source term used in the calculation, 
which was provided to the TT by the UNSCEAR 
source reconstruction group.

The five TT members provided a total of 20 
ATDM-meteorology simulations. The meteoro-
logical analyses were the TT’s final product, along 
with the meteorological analyses, the individual 
ATDM air concentration and deposition calcula-
tions, and the ensemble mean calculations. All 
of these were made available to the UNSCEAR 
community. As part of the evaluation process, the 
unit-source dispersion and deposition calculations 
were posted on a web page (http://ready.arl.noaa.
gov/READY_fdnppwmo.php) hosted by one of the 
TT members, providing a way for the UNSCEAR 
emission group to test various emission scenarios 
and compare the results to measured deposition 
and air concentration data. Prior to receiving the 
UNSCEAR source term, the TT analyses were done 
using the source term data available at that time, 
in particular the information published by JAEA 
(e.g., Chino et al., 2011). Once the source term was 
finalized by UNSCEAR, these values were then 
used to compute air concentration and deposition 
for 14 radionuclides. The air concentration and 
deposition calculations provided to UNSCEAR 
used the results from the ensemble mean of the 
10 ATDM-meteorology combinations that best 
represented the range of uncertainty expected in 
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the computations. These results were also posted 
to an FTP server (ftp://arlftp.arlhq.noaa.gov/117/
UNSCEAR/netcdf). In addition, the UNSCEAR 

dose group ran their own dose models using the 
meteorological data or used the air concentration 
and deposition calculations provided by the TT.

Earthquake- and tsunami-crippled Fukushima Daiichi nuclear power plant and its contaminated water storage tanks.
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2. METEOROLOGICAL OVERVIEW OF 
THE ACCIDENT

A summary of the meteorological conditions during 
the critical phases of the atmospheric emissions 
was given in the first TT report (WMO, 2011) and 
by several other researchers (Morino et al., 2011; 
Kinoshita et al., 2011; Korsakissok et al., 2011; Stohl 
et al., 2012; Sugiyama et al., 2012). The key results 
follow:

March 9th – 11th: A weak low pressure trough over 
eastern Japan from March 9th to 11th caused light rain 
to be observed from the 9th to the morning of the 12th.

March 12th – 13th: A high pressure system moved 
eastward along the south coast of the main island 
of Japan from the 12th through the 13th. The wind 
direction was from the south below 1 km and from 
the west above 1 km in the afternoon of March 
12, the time of the hydrogen explosion at reactor 
number one.

March 14th – 17th: Another weak low pressure trough 
moved eastward off the southern coast of the main 
island from the 14th to the 15th and then moved 
toward the northeast, while developing rapidly 
after the 15th. Light rain was observed from the 
15th to the morning of the 17th due to a weak low 
pressure system which moved north eastward 
off the east coast of Japan. In particular, rain was 
observed in the Fukushima prefecture during the 
night from 1700 JST March 15 to 0400 JST March 16 
(Kinoshita et al., 2011), a time corresponding with 
significant emissions. The low level winds were from 
the southwest during the morning of the 14th, the 
time of the hydrogen explosion at reactor number 
three. The 950 hPa winds were from the west until 
the morning of 15th, but changed direction to blow 
from the north-northeast during the daytime of the 
15th, the time when reactor number two’s container 
burst. Chino et al. (2011) estimated that the maximum 
I-131 emissions occurred between 0900-1500 JST 
(0000-0600 UTC). After 1500 JST, the wind direction 
turned to come from an east-southeast direction 
and then changed to come from the north after 
0000 JST on the 16th(1500 UTC 15th). 

March 18th – 19th: High pressure dominated during 
this period and winds were generally from the west.

March 20th – 22nd: A low pressure system passed 
over the main island from March 20th to the 22nd, 
causing moderate rain in the Kanto area (Ibaraki, 
Chiba, Tochigi, Saitama and in Tokyo) from the 20th 
to the 23rd. 

Several modelling studies have already been con-
ducted, from one done on a local scale that exam-
ines the major contamination episode of March 15th 
(Chino et al., 2011), to one done on a more regional 
scale covering all of Japan (Morino et al., 2011), to 
one undertaken on a global scale (Takemura et al., 
2011). The modelling results generally support the 
case that the high deposition area over the middle 
of the Fukushima prefecture was primarily caused 
by the deposition that occurred on March 15th. 

A detailed evaluation by Korsakissok et al. (2011) 
found that the meteorological models used in their 
calculations did not reproduce the wind direction 
observed on March 15 near the Daiichi NPP between 
1800 and 2400 JST. Their models indicated a swing 
in wind direction (return of the plume towards the 
south), whereas local observations continued to 
suggest transport towards the northwest (wind 
directions from east to south), turning towards the 
south a few hours later. They highlighted that the 
timing of the releases, along with wind direction 
changes and precipitation, was crucial in repro-
ducing the dose rates and the deposition observed 
northwest of the NPP. 

The first WMO TT report (WMO, 2011) briefly sum-
marized some of the available meteorological data 
and proposed that the Japan Meteorological Agency 
(JMA) mesoscale analysis would be the most suitable 
for local- and regional-scale atmospheric transport, 
dispersion and deposition modelling over Japan. A 
cursory examination of the JMA mesoscale wind 
directions shown in the WMO report for 2100 JST 
on the 15th indicated winds from the southeast, 
which is comparable to the observed direction near 
the NPP as reported by Korsakissok et al. (2011).

A modelling study by Morino et al. (2011) used the 
JMA’s mesoscale analysis to provide initial and 
boundary conditions, and also input for grid nudging 



for the Advanced Weather and Research Forecast 
(WRF) model (Skamarock et al., 2008), which was 
used to create meteorological fields at even higher 
spatial and temporal resolutions. These fields were 
then used by the Community Multiscale Air Quality 
(CMAQ) model (Byun and Schere, 2006) to simulate 
the radionuclide transport and deposition. These 
results are consistent with those of other studies 
(Srinivas et al., 2012) which found that the deposi-
tion around Fukushima occurred primarily during 
two periods, the 15th through the 17th and the 20th 
through the 26th of March. 

Due to the position of the Fukushima Daiichi NPP 
on the east coast, the TT evaluation is very sen-
sitive to the coincidence of release events and 

periods of winds from the east because it relies 
on air concentration and deposition data gathered 
over Japan. This reliance also affected deposition 
predictions on days when precipitation occurred. 
Figure 1 illustrates the sensitivity of these phe-
nomena. The figure presents the time evolution for 
both the JAEA (green line) and UNSCEAR (red line) 
source terms. Beyond the 17th, both source rates are 
identical and therefore only one line can be seen in 
the figure for Cs-137. The figure also shows, for a 
constant 1 Bq/hr release rate, (blue line with square 
symbols), the percentage of the total modelled 
deposition (calculated using UKMET-ECMWF) for 
Cs-137 within the area of observed contamination, 
occurring due to each three-hour source period 
throughout March. The integral of this line adds up 
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Figure 1. Time evolution of the percentage of modeled UKMET – ECMWF (blue 
line) total deposition (throughout March) in the region where measurements 
are available by each three hour source, assuming that the release rate of all 
sources was 1Bq/hr compared to emission rates of Cs-137 for the UNSCEAR 
and JAEA source terms.



to 100%, i.e. the entire modelled deposition in the 
specified region. This normalised deposition value 
shows four distinct periods; 14-16, 20-23, 24-26 and 
29-31 in March where the deposition results are 
particularly sensitive to any changes of the source 
term. Conversely, source term changes outside of 
these periods have only a negligible impact on the 
deposition data, although they may of course have 
significance for air concentration values.

We can illustrate this further by considering the 
period from midnight on the 14th through the 16th. 
In this case the Cs-137 emissions for the single 
three-hour period starting at 0600 JST 15 March  
(21 UTC 14 March) represents 20% of the total Cs-137 
emissions for the entire computational period  

(11-31 March). Combined with the meteorology, this 
single three-hour emission period accounts for 30% 
of the total deposition, based on the UKMET-ECMWF 
predictions using the UNSCEAR source. This emission 
period enhanced the simulated deposition pattern 
to the southwest, a result not fully consistent with 
the deposition measurements reported by other 
researchers (e.g., Korsakissok et al., 2011). For the 
UNSCEAR source term, releases in the period 14-16 
March, based on the UKMET-ECMWF predictions, 
were responsible for 67% of the total deposition 
within the area of the actual observations used in 
this study. Katata et al. (2012) reported that most 
of the observed high density deposition patterns in 
the Fukushima prefecture were caused by releases 
during this period. 

9

An aerial view of the Fukushima Daiichi Nuclear Power 
Station on March 20, 2011. 
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The meteorological analyses available to the TT were 
obtained from various sources, each with different 
horizontal, vertical, and temporal resolution. The 
meteorological data analyses used in the ATDM 
computations are described briefly in this section. 

3.1 CMC-GEM

The Canadian Meteorological Centre (CMC) is part 
of the Meteorological Service of Canada (MSC) 
and is the national centre for numerical weather 
prediction. CMC operates a complete integrated 
suite of numerical weather prediction (NWP) models 
under the Canadian modelling infrastructure called 
the Global Environmental Multiscale (GEM) system 
(Côté et al., 1998a; Côté et al., 1998b). This NWP 
system is executed in a global configuration called 
Global Deterministic Prediction System (GDPS, 
CMC 2009; Bélair et al., 2009; Charron et al., 2012) 
as well as in a regional configuration over North 
America, i.e. the Regional Deterministic Prediction 
System (RDPS, Mailhot et al., 2006; Fillion et al., 
2010; Tanguay et al., 2012; CMC 2012). Both global 
and regional configuration systems include a 4D-Var 
data assimilation system (Gauthier et al., 2007; 
Laroche et al., 2007). The RDPS represents the main 
deterministic model used in Canada.

The GDPS is run twice a day (00 and 12 UTC), 
while the RDPS is run four times a day (00, 06, 12, 
18 UTC). Forecasts from the GDPS are valid up to 
240 hours (10 days) for the 00 UTC cycle run and up 
to 180 hours (7.5 days) for the 12 UTC run. Hourly 
forecasts are available up to 144 hours (6 days) 
and subsequently at 3-h intervals. Analyses from 
the GDPS are available at a 6-hour frequency at 
00, 06, 12, 18 UTC. The horizontal grid mesh of the 
GDPS is defined at 33 km (0.3° horizontal resolu-
tion) along a meridian or line of longitude and the 
vertical discretization is done over 80 hybrid-pres-
sure levels. A post-processing task of the GDPS 
interpolates the data from the native hybrid-pres-
sure coordinate system (lid at 0.1 hPa, i.e. ~64 km 
AGL) to the standard eta coordinate system on 58 
vertical levels (lid at 10 hPa, i.e. ~31 km AGL). This 
global meteorological analyses database is used to 
drive CMC’s ATDM. A total of 30 eta vertical levels 

were selected for the ATDM calculations including 
14 levels within the 2-km AGL above ground layer 
(AGL; below ~800 hPa) in order to resolve properly 
physical processes taking place in the atmospheric 
boundary layer (ABL).

3.2 NOAA-GDAS

NOAA’s National Weather Service’s National Centers 
for Environmental Prediction (NCEP) runs a series of 
computer analyses and forecasts operationally. One 
of the systems is the GDAS (Global Data Assimilation 
System) and it uses the same model as the Global 
Forecast System (Kanamitsu, 1989; Kanamitsu et 
al., 1991). The GDAS is run 4 times a day (00, 06, 
12, and 18 UTC). Model output is for the analysis 
time and 3, 6, and 9-hour forecasts. Post-process-
ing of the GDAS converts the data from spectral 
coefficient form to half degree latitude-longitude 
grids and from sigma levels to mandatory pressure 
levels. The successive analyses and three-hour 
forecasts four times each day produce a continu-
ous data archive. The NOAA transport, dispersion, 
and deposition calculation used the GDAS data on 
the native hybrid vertical coordinate system and 
calculations by ZAMG (FLEXPART) used the GDAS 
data on isobaric levels.

3.3 ECMWF

The European Centre for Medium-Range Weather 
Forecasts (ECMWF) produces a high-resolution 
global forecast twice daily at 00 UTC and 12 UTC. 
The base model for the operational deterministic 
forecast is the Integrated Forecast System (IFS), see 
Simmons et al. (1989), a comprehensive earth-system 
model developed at ECMWF. It is a spectral NWP 
model using a 4D-Var data assimilation system, see 
Rabier et al. (2000) and Mahfouf and Rabier (2000). 
Archived model fields have been extracted from the 
ECMWF MARS archive at a temporal resolution of 
three hours as a sequence of short-period forecasts 
at T+3, T+6, T+9 and T+12 from successive forecast 
cycles of the operational global model. 

A selection of meteorological fields was retrieved by 
the UK Met Office for use in NAME and HYSPLIT and 

3. METEOROLOGICAL ANALYSES 
AVAILABLE FOR THE EVALUATION
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by ZAMG for use in FLEXPART. Fields are encoded 
as GRIB-1 and GRIB-2 depending on the parameter 
involved and can be decoded using the ECMWF 
GRIB_API. It was agreed by the TT that using the 
ECMWF global data would provide a further option 
for running a scenario using the same input meteo-
rology in each dispersion model. Therefore, these 
files were provided to other TT members for the 
purposes of this study. Meteorological fields were 
retrieved on a regular latitude-longitude grid at 0.125 
degree by 0.125 degree resolution by UKMET and 
0.2 degree by 0.2 degree resolution (additionally 
0.1 degree and 0.1 degree) by ZAMG over a region 
centred on Japan. The ECMWF global model has 
91 vertical levels. 

3.4 UKMET

The operational global configuration of the Met 
Office Unified Model, MetUM, (Davies et al., 2005) 
was used for this study. The global version of the 
Unified Model uses an incremental 4D variational 
data assimilation system (4D-Var). Forecasts are 
produced on a six-hour cycle to give four forecast 
runs per day. Model fields are output for NAME at 
a temporal resolution of three hours, and archive 
data therefore consist of alternating model analyses 
and three-hour forecasts. Meteorological fields from 
the global model have an approximate horizontal 
resolution of 25 km in mid latitudes, with 70 vertical 
levels extending to an altitude of 80 km (but only the 
lowest 59 model levels up to approximately 30 km are 
used for NAME applications). Meteorological data is 
interpolated in both space and time within NAME.

3.5 JMA-MESO

To assist in the regional ATDM calculations, JMA 
provided their mesoscale analyses fields to the TT 
and UNSCEAR for the period 11 – 31 March 2011, 
at three-hourly intervals and at a 5-km horizontal 
resolution. The mesoscale analyses (MESO) are 
produced by an operational JMA non-hydrostatic 
4D-VAR system (JNoVA; Honda et al., 2005, Honda 
and Sawada, 2008) for the JMA non-hydrostatic 
mesoscale model (NHM; Saito et al., 2006; 2007; 
Saito, 2012). The JNoVA system assimilates a variety 

of local meteorological observations, including 
31 wind profilers, total precipitable water vapour 
derived from 1,200 GPS stations and the JMA radar/
rain gauge-analyzed precipitation (RAP; section 
3.6). All analysis fields including liquid and solid 
precipitation are produced by a three hour forecast 
of the outer-loop model (NHM) of the incremental 
4D-VAR with a horizontal resolution of 5 km. The 
MESO output covered 719 (x-direction) by 575 
(y-direction) grid points on a Lambert Conformal 
projection (30N and 60N at 140E), up to about 21 
km AGL. There are 50 levels in total, including 11 
levels below 1 km AGL.

Figure 2a shows the one-hour average of the three-
hour accumulated surface precipitation by JMA-
MESO for 1200-1500 UTC, 15 March 2011, one of 
the critical deposition episodes. Comparison with 
rainfall distribution (upper) suggests that most of 
surface precipitation over northern Japan during 
this period was brought by snow, except in some 
of the coastal areas.

3.6 JMA-RAP (Radar/Rain gauge-analyzed 
precipitation)

JMA also provided a radar/rain gauge-analyzed 
precipitation dataset (Nagata, 2011) at 30 minute 
intervals, with a horizontal resolution of 45 seconds 
in longitude and 30 seconds in latitude covering a 
region from 118-150 degrees east longitude and 
from 20-48 degrees north latitude (2560 by 3360 
grid points). JMA produces the analysis precipitation 
(RAP) by calibrating one-hour accumulated radar 
echo data with one-hour accumulated rain gauge 
precipitation data. It collects data from about 10,000 
rain gauges operated in Japan and data from 46 
C-band radars operated by JMA and the Ministry 
of Land, Infrastructure, Transport and Tourism 
(MLIT). Several of the ATDM calculations used 
global meteorological analysis in combination with 
the high resolution radar/rain gauge precipitation. 

A comparison of the MESO precipitation with the 
RAP data at 30 minute intervals is shown in Figure 2. 
This illustrates good agreement of MESO total 
precipitation with the RAP. A circle-shaped small 
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intense precipitation area is seen around the weather 
Doppler radar site at Sendai (38.3N, 140.9E) for 
1130-1330 UTC (upper, Figure 2b), which is due to 
a bright-band observed by the Sendai radar.

The meteorological analyses used in the ATDM 
computations are summarized in Table 1. The col-
umn headings refer to the producing centre, while 
the acronym row indicates how the meteorological 
analysis is referred to in the text. Note that the ATDM 
calculations, using a particular meteorology denoted 
by –R or –RAP, used the JMA-RAP precipitation 

analysis rather than the precipitation field native 
to that particular meteorological analysis. 

Both the JMA precipitation data and the meteoro-
logical analyses described in the previous section 
(JMA-MESO) were made available to the UNSCEAR 
community through a WMO-hosted password protected 
web site with read instructions and a file converter 
kit for different coordinate systems. The data are 
available to the scientific community for research 
purposes with acknowledgement. Researchers 
should contact WMO (dpfsmail@wmo.int).

Figure 2. An example of the accumulated precipitation (mm) fields from (a) the JMA-MESO model analyses, and (b) the 
measured precipitation estimated from radar and rain gauge observations (RAP).
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Each of the five TT members used a different ATDM, 
and each usied one or more of the meteorological 
analysis data summarized in Table 1. Except for the 
MESO analysis from the JMA, all the other mete-
orological model data are from global analyses 
routinely available at the meteorological centres 
as well as to most researchers.

All the TT ATDMs used for this analysis belong to a 
class of models commonly called Lagrangian Par-
ticle Dispersion Models (LPDM). A large number of 
model pollutant particles (by convention called “par-
ticles” but are really computational “point” entities 
that may be treated as either particles or gases), 
are released from the source location at each time 
step and passively follow the wind. These particles 
are composed of mean and turbulent components. 
The mean component is obtained directly from the 
meteorological data wind field, while the turbulent 
component of the motion, which defines the dispersion 
of the pollutant cloud, is typically estimated from the 
meteorological fields based upon various stability and 
turbulence functions. Although these functions may 
share common features, their implementation will 
be unique to each ATDM. (Please refer to the main 
citations for each ATDM for a general description of 
each model.) The following sub-sections describe 
some of the key elements unique to each ATDM and 
different from the other ATDMs; these differences 

may contribute to some of the differences in the 
computational results. 

4.1 CMC-MLDP0

MLDP0 (Modèle Lagrangien de Dispersion de Parti-
cules d’ordre 0) is a Lagrangian particle dispersion 
model of zeroth order designed for long-range dis-
persion problems occurring at regional and global 
scales and is described in detail in D’Amours and 
Malo (2004) and D’Amours et al. (2010). Dispersion 
is estimated by calculating the trajectories of a very 
large number of air particles (also called parcels or 
fluid elements). Large-scale transport is handled 
by calculating the displacement due to the synoptic 
component of the wind field and diffusion through 
discretized stochastic differential equations to account 
for the unresolved turbulent motions. Vertical mixing 
caused by turbulence is handled through a random 
displacement equation (RDE) based on a diffusion 
coefficient Kz. The calculation of the diffusion coef-
ficient combines two formulations following Delage 
(1997) for the surface layer and O’Brien (1970) for the 
layers above, in order to produce a vertical profile 
of Kz consistent with the depth of the ABL (due to 
the reflection condition at the top of the ABL). This 
coefficient is calculated in terms of a mixing length, 
stability function, and vertical wind shear. Lateral 
mixing (horizontal diffusion) is modelled according 

4. SALIENT FEATURES OF EACH ATDM 

Table 1. Summary of the meteorological analysis data used in the ATDM calculations.

Center CMC NOAA ECMWF UKMET JMA

Acronym GEM GDAS ECMWF UKMO MESO

Domain Global Global Global Global Regional

Horizontal 0.3 deg 0.5 deg 0.125 deg 0.23-0.35 deg 5 km

Vertical 58 levels 56 levels 91 levels 70 levels 50 levels

Plane Eta Hybrid-P Hybrid-P Height Hybrid-Z

Temporal 6 h 3 h 3 h 3 h 3 h
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to a first-order Langevin Stochastic Equation for 
the unresolved components of the horizontal wind 
(mesoscale fluctuations).

MLDP0 is an off-line model that uses the full 3-D 
meteorological fields provided by a NWP system. 
Therefore, fields of wind, moisture, temperature 
and geo-potential heights must be provided to 
the model, and these are normally obtained from 
the GEM model forecasts and objective analysis 
systems in global, regional or high resolution 
configurations.

In MLDP0, a particle (or parcel) is assumed to 
represent the ensemble average of a large num-
ber of “real” particles (aerosols or gases). At the 
emission, it is assigned a mass that depends on 
the total quantity of material emitted and the total 
number of particles. The effect of radioactive decay, 
wet scavenging, dry deposition and gravitational 
settling can be simulated by calculating the amount 
of material removed from the carrier particle when 
it travels in regions of the atmosphere where such 
processes are active.

Dry deposition occurs when a particle is subjected 
to a reflection at the ground surface. It is modelled 
in terms of a dry deposition velocity vd and an 
absorption probability P. The absorption probability 
is calculated according to Wilson et al. (1989) as

 
  

� 

P =1− R ,  
  

� 

R = 1− a
1+a

 ,  
    

� 

a = p
2

 
 
 

 
 
 

1/ 2 vd

sw
 
where R is the reflection probability and σw is the 
variance of the vertical turbulent wind component. 
Since a particle represents the mean of an ensemble 
of particles, the fraction of the mass removed by 
dry deposition is equal to P. The deposition rate is 
calculated by assuming that a particle contributes 
to the total surface deposition flux in proportion to 
the tracer material it carries when it is found in a 
layer adjacent to the ground surface. Dry deposition 
increment dmd for particle p over a model time step 
dt can be expressed as

  

� 

dmd = P ⋅ mp = (1− R) ⋅ mp

where mp is the particle mass. The new particle 
mass m’p is then adjusted accordingly

  

� 

mp
' = R ⋅ mp

Wet deposition is treated with a simple scheme and 
will occur when a particle is presumed to be in a 
cloud (in-cloud scavenging) and is modelled in terms 
of a wet scavenging rate. Below-cloud scavenging 
is not yet considered in the operational version of 
MLDP0. The tracer removal rate is proportional to 
the local cloud fraction fc and the particle mass mp. 
Wet deposition increment dmw for particle p over a 
model time step dt and updated particle mass are 
calculated using the following relationships

  

� 

dmw = mp ⋅ 1− exp(−sw fcdt)[ ]

  

� 

mp
' = mp ⋅exp(−sw fcdt)

where sw is the wet scavenging rate (s-1). Local cloud 
fraction is parameterized according to Pudykiewicz 
(1989) as a function of relative humidity following

  

� 

fc = U −Ut

Us −Ut

, if U ≥ Ut

where fc is the cloud fraction, U is the relative 
humidity, Ut is the threshold value of the relative 
humidity above which the subgrid scale conden-
sation occurs (75% is the default value in MLDP0), 
Us is the relative humidity for the saturation state 
(100%). Local cloud fraction can be estimated in 
both hindcast and forecast modes using analysed 
and forecast NWP meteorological fields.

Gravitational settling in the trajectory calculations is 
computed according to Stokes’ law for fine particles. 
By default, MLDP0 is run neglecting gravitational 
settling effects. However, this optional removal 
process can be included, together accounting for 
particle size distribution and the density of a spe-
cific particle. This process represents an important 
removal mechanism in atmospheric transport 
modelling and can modify modelled airborne con-
centrations and total ground deposition significantly 
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at short scale (near the source) as well as at very 
long range. This impact is related especially to the 
particle size distribution used in the modelling. In 
order to model this physical process properly, it is 
therefore necessary to have a good knowledge of 
particle size distribution, something that is rarely 
known or available.

In MLDP0, tracer concentrations at a given time 
and location are obtained by assuming that parti-
cles carry a certain amount of tracer material. The 
concentrations are then obtained by calculating 
the average residence time of the particles, during 
a given time period and within a given sampling 
volume, and then weighting it according to the 
material amount carried by the particle. Concen-
trations can be estimated more accurately near 
the source with a Lagrangian model than with an 
Eulerian model.

It is important to note that in MLDP0 all concentra-
tions are averaged in space and time. The concen-
trations are averaged in the vertical layers and in 
the horizontal (surrounding grid points weighting 
algorithm) for smoothing effects and artificial 
noise attenuation as well as over the output time 
period/step/resolution specified by the modeller. 
For example, concentration outputs at 3-h time 
steps would correspond to average values over 
that 3-h period.

Three generic species were modelled as surrogates 
for the radionuclides: a gas with no wet or dry 
scavenging to mimic noble gases (such as 133Xe), a 

gas with a relatively large dry deposition velocity (1 
cm/s) and wet removal rate (3×10-4 s-1) to represent a 
depositing gas (such as gaseous 131I), and a particle 
with a small dry deposition velocity (0.1 cm/s) and 
wet scavenging rate (3×10-5 s-1) to represent light 
particles (such as 137Cs or particulate 131I). Details 
are shown in Table 2.

4.2 HYSPLIT

Calculation of transport and dispersion from the 
source was done using the Hybrid Single-Particle 
Lagrangian Integrated Trajectory (HYSPLIT – Draxler 
and Hess, 1998) model. A detailed description of the 
computational aspects of the model can be found 
in Draxler and Hess (1997) and its configuration is 
reviewed in the User’s Guide (Draxler, 1999). 

The special extract of the NOAA GDAS meteoro-
logical data archive used for the HYSPLIT ATDM 
calculations was available on the native hybrid 
sigma levels. Approximately 15 levels were avail-
able below 850 hPa and the remainder continued 
up to about 10 hPa. The three dimensional fields 
included the horizontal winds, temperature, and 
humidity. Vertical velocities were computed in 
HYSPLIT by integrating the divergence. The other 
fields used in the calculations include the surface 
heat and momentum fluxes for the computation 
of vertical mixing, the boundary layer depth, and 
the precipitation rate. The ECMWF data fields had 
comparable number of data fields and vertical 
resolution to the GDAS but included the vertical 
velocity field.

Table 2. Different physical removal processes accounted in MLDP0 simulations.

Type Special  
Name vd [cm/s] sw [s-1] Dry 

Deposition
Wet 
Scavenging

Radioactive 
Decay

Gravitational 
Settling Surrogate for

Gas Ngas 0 0 No No No No
Noble gases 
(Kr, Xe, Rn)

Particle,  
light

Lpar 0.1 3x10-5 Yes Yes No No 137Cs, 131I

Gas, 
depositing

Dgas 1 3x10-4 Yes Yes No No 131I



16

In HYSPLIT, scavenging is parameterized through 
removal constants β (s-1), where the deposition 
D over time step Δt for each particle of mass M is 

D = M {1-exp[-Δt (βdry+βgas+βinc+βbel ) ] }. 

The particle mass is reduced by D each time step. 
The time constant for within-cloud removal for 
particulate pollutants is

βinc = S P ΔZp
-1,

where S is the ratio of the pollutant’s concentration 
in water to its concentration in air (4x104), ΔZp is the 
depth of the pollutant layer, and the precipitation 
rate P is the value predicted by the meteorological 
model used in the calculation. Below-cloud removal 
is defined directly as a rate constant (βbel = 5x10-6), 
independent of the precipitation rate. The wet depo-
sition of gases depends upon their solubility and 
for inert non-reactive gases it is a function of the 
Henry’s Law constant (H - Molar atm-1), the ratio of 
the pollutant’s equilibrium concentration in water 
to that in air. Therefore, the gaseous wet removal 
time constant is

βgas = H R T P ΔZp-1,

where R is the universal gas constant (0.082 atm M-1 
K-1), T is temperature, and the wet removal of gases 
is applied at all levels from the ground to the top 
of the cloud-layer. The dry deposition calculation 
is limited to particles within the surface layer (ΔZp 

is usually about 75 m), and the time constant is 

βdry = Vd ΔZp
-1.

One critical aspect for quantitative predictions of 
air concentration is the wet and dry scavenging that 
occurs along the transport pathway. The computa-
tional details are given below. Four generic species 
were tracked as surrogates for the radionuclides: 
a gas with no wet or dry scavenging, a gas with 
a relatively large dry deposition velocity (0.01 
m/s) and wet removal (Henry’s constant = 0.08) 
to represent gaseous I-131, a particle with a small 
deposition velocity (0.001 m/s), and a particle with 

a large deposition velocity (0.01 m/s). There can be 
considerable variability in scavenging coefficients 
and the wet scavenging coefficients used in these 
calculations are lower than the original model 
default values (Draxler and Hess, 1997; Hicks, 
1986), but these lower values are consistent with 
the results from more recent deposition studies 
(Cohen et al., 2002) using the HYSPLIT scavenging 
parameterizations.

4.3 UKMET-NAME

NAME (Numerical Atmospheric-dispersion Modelling 
Environment) is the UK Met Office’s Lagrangian 
particle dispersion model. NAME is used to model 
the atmospheric transport and dispersion of a 
range of gases and particles (Maryon et al., 1999 
and Jones et al. 2007). It was originally developed 
to model the transport of radioactive material 
following the Chernobyl accident but it now has 
a wide range of applications including simulating 
releases of hazardous materials (chemical, biolog-
ical, radiological and nuclear) (Becker et al., 2007, 
Ryall and Maryon 1998), modelling the transport 
of ash clouds from volcanic eruptions (Webster et 
al., 2012, Heard et al., 2012), modelling the airborne 
transmission of diseases (Burgin et al., 2012, Sanson 
et al., 2011), forecasting air quality, analysing air 
pollution episodes (Witham and Manning 2007) and 
identifying source locations and source strengths 
(Manning et al., 2011).

In NAME, large numbers of model particles are 
released into the model atmosphere, where each 
particle represents a certain mass of the material 
(gases or aerosols) being modelled. These parti-
cles are advected within the model atmosphere 
by input three-dimensional winds from numerical 
weather prediction models and turbulent dispersion 
is simulated by random walk techniques; particle 
velocities are correlated in time at short ranges 
while the more simple Wiener process is applied 
for longer range problems. Gravitational settling 
of particles and loss processes, such as wet and 
dry deposition, radioactive decay, cloud gamma 
(Bedwell et al., 2011) and chemical transformations, 
are calculated if appropriate. 



17

NAME is typically run using NWP data from the 
Met Office or ECMWF but can be configured to use 
data in GRIB2 format from any model provided a 
suitable variable set is available. NAME can use 
both limited area and global deterministic data as 
well as ensemble data (through an in-built ensemble 
framework). These NWP data sets can be nested 
both in space and time. 

Dry deposition is modelled in NAME using the 
concept of the deposition velocity, vd (Webster 
and Thomson, 2011). The flux of pollutant to the 
ground, F, is proportional to the concentration, C, 
of pollutant and is given by

where vd is the constant of proportionality. The 
deposition velocity can either be specified by 
the user or calculated using a resistance analogy 

where Ra is the aerodynamic resistance, Rb is the lam-
inar layer resistance and Rc is the surface resistance. 
Aerodynamic resistance represents the efficiency 
with which material is transported to the ground 
by turbulence and is independent of the material. 
The laminar layer resistance is used to specify the 
resistance to transport by diffusion across the thin 

quasi-laminar layer adjacent to the surface. Different 
parameterizations for Rb are used for gases and 
particles. The surface resistance characterizes the 
resistance to capture by the surface and is dependent 
on both the pollutant and the underlying surface. 
For particles, the surface resistance is taken to be 
zero. For gases, a fixed surface resistance can be 
specified by the user or, for a selection of gases, 
a complex land use dependent surface resistance 
parameterization can be invoked.

The removal of material from the atmosphere by 
wet deposition is based on the depletion equation

where C is the air concentration and Λ is the scav-
enging coefficient. The scavenging coefficient is 
given by 

where r is the rainfall rate (in mm hr-1) and A and 
B are coefficients which vary for different types of 
precipitation (i.e., large-scale/convective and rain/
snow) and for different wet deposition processes 
(i.e., rainout, washout and the seeder-feeder process; 
see Table 3) (Maryon et al., 1999). Within NAME, 
wet deposition due to convective and large-scale 
precipitation are computed separately and summed 

Table 3. Scavenging coefficients used in NAME

Rain Snow/Ice

Large-Scale Convective Large-Scale Convective

Orographic 
enhancement 
(seeder-feeder)

A = 3.36 x 10-4

B = 0.79

A = 3.36 x 10-4

B = 0.79

A = 1.0 x 10-3

B = 0.79

A = 1.0 x 10-3

B = 0.79

Below-cloud 
(washout)

A = 8.4 x 10-5

B = 0.79

A = 8.4 x 10-5

B = 0.79

A = 8.0 x 10-5

B = 0.305

A = 8.0 x 10-5

B = 0.305

In-cloud (rainout)
A = 8.4 x 10-5

B = 0.79

A = 3.36 x 10-4

B = 0.79

A = 8.0 x 10-5

B = 0.305

A = 3.36 x 10-4

B = 0.79
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to give total wet deposition. Material located above 
the cloud top is not subject to wet deposition. 
Enhanced wet deposition (due to the seeder-feeder 
process) is applied to material close to the ground 
in regions of elevated orography.

4.4 JMA-RATM 

The JMA Regional Atmospheric Transport Model 
(RATM) is a Lagrangian tracer transport model 
(e.g., Seino et al., 2004), which can be driven by the 
MESO analysis (section 3.5). The JMA operational 
products of RATM are the photochemical oxidant 
information (Takano et al., 2007) and the volcanic 
ash fall forecast (Shimbori et al., 2010) in Japan. 
However, RATM was not previously applied to 
predicting the dispersion and deposition of radio-
nuclides. The model description of RATM can be 
found in Shimbori et al. (2010).

For the prediction of radionuclides with RATM in 
this task, the deposition schemes were upgraded. 
Regarding the wet deposition for light particles only 
washout processes are considered. The below-cloud 
scavenging rate is given by Kitada (1994): 

Λw=2.78x10-5 P0.75 [1/s]

where P is the precipitation intensity [mm/h] given 
by the average of the three-hour accumulated pre-
cipitation from MESO or every 30 minutes of RAP 
(section 3.6). On the other hand, wet deposition 
for depositing gas is considered only as a rainout 
process. The in-cloud scavenging rate is given by 
Hertel et al. (1995): 

Λr=P/{[(1-LWC)/6.56x10-3T+LWC]Zr} 

where LWC is the liquid water content, T is the 
temperature [K], and Zr is cloud thickness by MESO. 
Wet deposition is applied to the tracer particles 
or gases under the height of about 3000 m in the 
original RATM and about 1500 m in the revised one. 

Dry deposition is simply evaluated with the following 
deposition rate (Iwasaki et al., 1998): 

Λd=Vd/Zd

where Vd is the dry-deposition velocity and Zd is the 
depth of surface layer. The value of Vd is set to 1x10-3 
m/s for light particles or 1x10-2 m/s for depositing 
gas (Sportisse, 2007; Draxler and Rolph, 2012), and 
Zd is 100 m for both tracer types. 

Furthermore, gravitational settling is considered for 
light particles in vertical advection step. These tracer 
particles follow the Stokes’ law with the Cunningham 
correction coefficient. The grain-size distribution 
assumes the log-normal with mean diameter of 
1 μm and standard deviation of 1.0 (upper cutoff: 
20 μm), and a uniform particle density of 1 g/cm3. 
Note that if a tracer particle moves under the model 
surface in vertical advection or diffusion step, it 
is forcibly reflected to the mirror symmetric point 
above the surface. 

4.5 ZAMG-FLEXPART

ZAMG uses FLEXPART (Stohl et al. 1998, 2005, 
http://transport.nilu.no/flexpart) in many of its atmo-
spheric transport modelling applications, ranging 
from emergency response systems to research 
purposes, specifically applied to nuclear releases 
(e.g., Stohl et al. 2012). FLEXPART is an off-line 
model. It can use meteorological fields (analyses 
or forecasts) from the ECMWF numerical weather 
prediction model (ECMWF, 1995) on a latitude/
longitude grid with native ECMWF model levels, 
in Gridded Binary (GRIB) format versions 1 or 2. In 
addition, the newer versions are provided with the 
source code to enable the use of meteorological 
fields from NCEP’s GFS model on pressure levels. 
FLEXPART can run on a global or a regional domain 
and may use up to seven nested meteorological 
input with increasing horizontal resolution. Other 
versions of FLEXPART capable of being driven by 
mesoscale meteorological models such as COSMO 
or WRF (Fast and Easter 2006, Brioude et al. 2011, 
Brioude et al. 2012) have been developed as off-
shoots. They may differ significantly with respect 
to the grid systems and the parameterization of 
turbulence and convection.
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FLEXPART can be run in a pure random-walk 
mode or solving a Langevin equation that con-
siders turbulent time scales. The latter is slower 
but more accurate and better for regional and 
local applications. The meandering, or mesoscale 
fluctuations, are solved using a parameterization. 
Turbulent velocity components are derived from 
surface heat and momentum fluxes in the input 
data and a boundary layer height diagnosed within 
FLEXPART. Turbulence is assumed to be Gaussian. 
FLEXPART can optionally consider moist convec-
tion with a particle relocation matrix diagnosed 
from the resolved-scale input fields (Forster et 
al. 2007). FLEXPART output can be produced on a 
regular latitude-longitude grid with the option of 
one nested output grid. The output is in a highly 
efficient binary format.

FLEXPART includes a detailed representation of dry 
deposition and gravitational settling (which may be 
activated or not). The wet deposition scheme used 
to be based on a scavenging rate depending only 
on precipitation intensity and using bulk parame-
ters defined by the user. More recently, a version 
differentiating between in-cloud and below-cloud 
scavenging has been released. This differentiation 
is important since in-cloud scavenging is much 
more efficient and occurs in a larger volume than 
the below-cloud scavenging. The current wet depo-
sition scheme assumes clouds are present where 
the relative humidity exceeds 80% (see http://trans-
port.nilu.no/flexpart for further details). This new 
scheme, however, leads sometimes to unrealistic 
patterns due to the lack of interpolation of the cloud 
cover and the rain interpolation. A workaround was 
developed by P. Seibert for the FLEXRISK Project 
(http://flexrisk.boku.ac.at/) and has been used in 
the ECMWF-based runs of this study. This quick 
fix includes the interpolation of the cloud thickness 
between input times, a new interpolation of the 
precipitation and a hard-coded modification of 

the wet deposition scheme that uses the old bulk 
scheme in case of missing information.

In FLEXPART, the deposition processes are expressed 
by a loss of mass following

m(t + Δt) = m(t) exp(−ΛΔt) 

and where Λ is the scavenging coefficient which will 
have a different formulation whether it is below-
cloud scavenging or in-cloud scavenging and also 
depending on the simulated species, being different 
for gases and aerosols. . For below-cloud scavenging, 
the scavenging coefficient, which will depend on 
the precipitation intensity, I, is calculated following 
McMahon and Denison (1979) with 

Λ = A IB 

and A and B defined by the user. In this case, A 
was 8.0E-05 s-1 and 1.0E-04 s-1 for iodine (gas) and 
Cs-137 (aerosol), and B 0.62 and 0.8.

The in-cloud scavenging follows Hertel et al. (1995) 
and it has no user-defined parameters. In this case 
the scavenging coefficient is

Λ = Si I Hi
-1

where Λ is the scavenging coefficient in s-1, I the 
precipitation intensity and Si the factor that is dif-
ferent for gases and particles. For particles, 

Si = 0.9 cl-1

and where the cloud liquid content, cl, is 2·10-7 I0.36. 
For gases, 

Si = 1 cleff-1

with cleff being the effective cloud water content.
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Although the original intent of the WMO TT was 
simply to provide guidance to UNSCEAR about the 
best meteorology to use for ATDM calculations in 
the dose assessment and make these data available 
as needed, it was quickly realized that to perform 
the evaluation of the meteorological data in this 
context it was necessary to apply them in actual 
ATDM calculations. In that respect the TT felt that 
an emphasis on using the JMA-MESO analysis 
data would provide a realistic anchor to the ATDM 
calculations. However, due to the exact content of 
the JMA MESO files, the differences in ATDM archi-
tecture, coordinate structure, and parameterizations 
customized to the meteorological data native to the 
ATDM, the challenge of using the JMA-MESO data 
was considerable. 

In addition to the JMA MESO data and the RAP 
observations described in Sections 3.5 and 3.6, 
JMA also provided the TT with a file handling and 
conversion utility (conv_jma_grib2). This utility 
enabled:

(a) The conversion and potential interpolation 
of the MESO and RAP horizontal and vertical 
(MESO only) coordinate systems onto a regular 
lat-long and pressure level grid; and

(b) The conversion of the RAP data (encoded in 
GRIB2 format using a compression method rep-
resenting discrete level values of precipitation 
intensity based on the maximum precipitation 
value (contained in each file) to precipitation 
intensities.

The following sections describe some of the pre- 
processing and modifications required for each 
ATDM to be able to use the JMA-MESO analyses.

5.1 CMC-MLDP0

Original JMA mesoscale analyses provided to 
participants were encoded in the WMO-GRIB2 
binary format on a Lambert conformal (LC) grid 
projection at 5 km resolution and on JMA’s hybrid 
vertical coordinate system. CMC’s ATDM MLDP0 
operates on a polar stereographic (PS) grid, using 

standard sigma, eta or CMC’s hybrid-pressure 
vertical coordinate system, and ingests meteoro-
logical field files (and outputs concentration and 
deposition files) in an in-house binary format. For 
these reasons, in order to run MLDP0 with the JMA 
meteorological analyses the data were processed 
following a few steps. 

(a) Using the conv_jma_grib2 converter toolkit, 
the data were interpolated linearly from the 
LC grid to a regular latitude-longitude (LL) grid 
(grid size: 601×481, grid resolution: 0.05°×0.05°, 
bottom left corner: 23°N,120°E, top right corner: 
47°N,150°E). The LL grid is completely nested 
in the LC grid to avoid numerical extrapolation 
or processing undefined values.

(b) The data were decoded and converted (on 
the same latitude-longitude grid defined in 
previous step) from the WMO-GRIB2 format 
to CMC’s binary format using a GRIB2 decoder 
software developed in-house.

(c) The 3D pressure fields were used to interpolate 
the data at each vertical level to the MLDP0 
vertical eta coordinate system. Potential 
temperature was converted to ambient tem-
perature. This pre-processing step was applied 
to all required input variables for MLDP0: air 
temperature, horizontal winds, geopotential 
height and specific humidity. The vertical 
motion was not used due to incompatibility 
issues with MLDP0’s computational vertical 
system of reference (see the next paragraph). 

(d) The geometric vertical velocity omega [m/s] in 
JMA’s coordinate is relative to mean sea level 
(MSL), while MLDP0 expects the vertical velocity 
omega in hybrid/eta/sigma coordinate relative 
to model reference system [s-1]. Because of 
that, the divergence equation was integrated to 
compute vertical velocities in the appropriate 
reference system for MLDP0 (equation 6.2 of 
Côté et al., 1998a). This step was performed 
within the meteorological pre-processing of 
MLDP0, which also calculates other missing 
meteorological variables required by the 

5. PROCESSING OF THE JMA-MESO 
ANALYSES FOR ATDM APPLICATIONS
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dispersion model such as the boundary layer 
height, roughness length, relative humidity, 
cloud fraction, vertical diffusion coefficient, wind 
shear and Richardson number. All variables 
were interpolated on a PS grid projection to 
meet CMC’s ATDM configuration requirements. 
Again, this PS grid is completely nested in the 
LL grid to avoid numerical extrapolation or 
processing undefined values.

(e) Finally, the concentration/deposition unit source 
results from MLDP0 were interpolated over 
a LL grid (grid size: 601×401, grid resolution: 
0.05°×0.05°, bottom left corner: 28°N, 125°E, 
top right corner: 48°N, 155°E) and converted 
to the NOAA-ARL’s HYSPLIT compatible binary 
format. Figure 3 represents the bounding box 
associated to this post-processing step. 

The radar/rain gauge precipitation data provided by 
JMA was not considered because the operational 
version of MLDP0 uses relative humidity/cloud 
fraction in the wet scavenging scheme. However, 
new dry and wet scavenging parameterizations are 
currently under evaluation at CMC in a development 
version of MLDP0. This new scavenging scheme 
will be tested in the near future using JMA’s high 
resolution radar precipitation fields.

5.2 NOAA-HYSPLIT

A minimum amount of pre-processing was applied 
to the JMA analyses which contained pressure, 
potential temperature, horizontal winds, moisture, 
and vertical velocity. The 3D pressure fields was 
used directly to map the data at each level to the 
HYSPLIT vertical sigma coordinate, potential tem-
perature was converted to ambient temperature, 
and the vertical velocities were first remapped to 
a terrain following coordinate system consistent 
with the HYSPLIT computational framework. The 
vertical velocity correction,

σ (u ∂η/∂x + v ∂η/∂y)

was applied at all levels based upon the slope of the 
terrain surface (η) and decreasing with height (σ). 

With respect to the wet deposition, ATDM calculations 
used the precipitation fields without adjustment: the 
MESO analysis 3-hour accumulated precipitation 
and calculations with the RAP used the precipita-
tion at the grid point nearest in space (~ 1 km) and 
time (~ 30 min) to each particle at each integration 
time step. 

5.3 JMA-RATM

The motion of tracer particles in RATM is calculated 
in the same coordinate system as the JMA opera-
tional NHM forecast and the MESO analysis (section 
3.5), i.e., the Lambert conformal conic coordinate on 
the horizontal surface and terrain-following hybrid 
coordinate in the vertical direction. 

As mentioned previously in sections 3.5 and 4.4, 
the MESO data are not averaged values in the 
assimilation window of the JNoVA but instanta-
neous values predicted by the outer-loop NHM at 
the analysis time (end of the 3-hour assimilation 
window) and, furthermore, the original RATM was 
not designed to predict radionuclides. Because 
instantaneous vertical motion is affected by grav-
ity waves, simple time interpolation of updrafts 
between the 3-hourly analysis fields may yield an 
overestimation of the vertical advection of the air 
parcel, even if the magnitude of updraft is small. 
Therefore it is necessary to consider the treatment 
of the instantaneous MESO output, especially 
the vertical velocities near the model surface, 
to move depositing gas or light particles. In the 
revised version of RATM, the vertical advection 
is calculated using the spatially-averaged (9-grid 
cells) value of the MESO vertical velocities and 
the motion is assumed to be terrain-following 
(w*=0) at the lowest model level (40 m). Some 
improper treatments of horizontal and vertical 
interpolations of the kinematic fields in the original 
version were also corrected in the revised version. 
These revisions ameliorate the Cs-137 deposition 
patterns and significantly improve the statistics of 
JMA RATM (see Table 5). From the point of view 
of the wet deposition process, however, due to the 
restriction of the treatment of the ice phase in the 
current RATM, only liquid rain (upper, Figure 2a) 
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was considered in the calculation, not the total 
precipitation (lower, Figure 2a).

When using the RAP data, instead of the 3-hourly 
accumulated precipitation by MESO, the RAP 
intensity at each MESO grid point (5-km horizontal 
resolution) is calculated from the spatial average 
of surrounding 25-grid cells of RAP (1-km resolu-
tion) every 30 minutes. Due to the restriction of the 
current RATM’s treatment of the ice phase, all RAP 
was considered to be liquid rain in the calculation.

5.4 UKMET-NAME

Work was undertaken by the Met Office to adapt the 
NAME dispersion model for use with meteorolog-
ical input fields derived from the JMA mesoscale 
analysis and rainfall analysis data sets associated 
with the period of the Fukushima Daiichi nuclear 
power plant accident. NAME simulations were 
performed both with and without replacement of 
the mesoscale analysis rainfall field by the radar/
rain gauge analysis.

Although NAME has some flexibility in its abilities to 
use different sources of input NWP meteorology, it 
was not possible to use the JMA data files directly, 
partly because some of the parameters required by 
NAME were not available in the data set, but also 
because the available fields used horizontal and 
vertical grids that are not supported by NAME. NWP 
meteorological fields for NAME must be provided 
on a regular rectangular grid, usually defined in a 
latitude-longitude (or rotated latitude-longitude) 
horizontal coordinate system, and the vertical dis-
cretisation of 3-d fields must use one of a specific 
set of terrain-following hybrid vertical coordinate 
systems (either height-based or pressure-based) 
but which does not include the JMA hybrid coor-
dinate. A pre-processing step for the JMA analysis 
files was therefore needed to build NWP files more 
suited to NAME input requirements.

NAME tends to be rather demanding in terms of 
its NWP requirements, especially for cloud and 
precipitation parameters, as these are normally 
routinely available in the operational forecast 

files produced at the Met Office. Many of these 
parameters were missing from the JMA data set 
and therefore NAME-compatible met files had to 
be prepared from the set of NWP fields that were 
available. This included the option of substituting 
the NWP precipitation field with a replacement 
field obtained from the hourly radar/rain gauge 
analysis data set (the rainfall intensities were first 
processed using the JMA utility conv_jma_grib2 
with the ‘mean’ interpolation option for re-gridding 
such that the mean value was calculated from indi-
vidual data values within each grid cell). Additional 
parameters were constructed from the available 
fields where this was necessary, e.g. converting 
potential temperature to temperature, converting 
accumulated rainfall to mean rates, and estimating 
cloud cover and heat fluxes. In particular, the esti-
mation of surface fluxes of heat and momentum 
followed a similar approach to the one used by 
the HYSPLIT model.

The pre-processing of missing fields was performed 
in two stages. An initial pass was carried out for 
parameters that do not depend on roughness 
length. This first pass calculated missing fields on 
the original Lambert grid of the JMA mesoscale 
model. For example, the required cloud information 
was reconstructed from available humidity and 
thermodynamic fields, whereas boundary layer 
depth was estimated using the vertical profile of 
potential temperature at each grid point. Fields were 
then re-gridded from the Lambert projection onto 
a regular latitude-longitude grid with grid length 
of 0.05 degrees (approximately equivalent to the 
JMA grid length). Roughness length was missing 
as a parameter in the JMA data files, and therefore 
a substitute roughness length was extracted from 
the ECMWF operational global model (interpolated 
onto the same latitude-longitude grid). A second 
pass through the parameters could then process 
any fields that required roughness length (e.g. the 
surface fluxes). Finally, the 3-d multi-level fields 
originally on the JMA hybrid model levels were 
interpolated onto a set of Unified Model-style 
height-based eta levels with an approximately 
equivalent vertical discretisation as the JMA 
mesoscale model.
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Some basic testing was performed to ensure that 
coordinate transformations from the Lambert pro-
jection to the regular latitude-longitude frame of 
reference were correct and that the re-gridded fields 
were correctly positioned. Further testing was then 
conducted to inter-compare NAME predictions of 
the atmospheric transport and deposition obtained 
using the processed JMA data with those obtained 
using input meteorological fields from the UM Global 
and ECMWF Global models. NAME results based 
on the JMA data are broadly consistent with these 
other meteorological models in terms of the spatial 
distributions and magnitudes of air concentration 
and deposition fields, improving confidence in the 
methodology adopted for ingesting the JMA data 
into NAME.

5.5 ZAMG-FLEXPART

The highly-resolved MESO- precipitation anal-
ysis, as well as the even more highly-resolved 
radar-gauge-precipitation analysis, were trans-
formed to regular grids of 0.1°, 0.2°, and 0.5°, hor-
izontal resolution via an linear interpolation tool 
provided by the JMA. The MESO analysis provides 
3-hourly accumulated fields, whereas the radar-
gauge analysis contains one-hourly accumulated 
fields every half an hour, so that in the latter case a 
proper summing of individual dates was necessary. 
Further, these gridded, regional data were used 
partly to replace precipitation fields in the corre-
sponding GRIB messages in the regional ECMWF 
(0.1°, and 0.2°resolution) and the global NCEP (0.5° 
resolution) data files. This procedure had to be 
done in a slightly different way for each of the two 
data sets: In the case of the ECMWF- fields, where 
large scale and convective precipitation are given 

separately, large scale and convective precipitation 
were added first and stored in the GRIB message 
for large scale precipitation. As a consequence, the 
convective precipitation had to be set to zero and 
the FLEXPART routines had to be adjusted to that 
change. In a second step the ECMWF - values were 
replaced by MESO/radar-gauge data whenever pos-
sible (i.e. not missing). In case of NCEP- fields, the 
substitution procedure was easier since FLEXPART 
uses the field ‘’total precipitation rate per second’’. 
So the MESO/radar-gauge data accumulated over 
3 hours only had to be divided by 3x3600 before 
inserting them in the NCEP- field in order to yield 
the desired quantity. However, for consistency 
reasons the convective precipitation was also set 
to zero. The overall result of a precipitation com-
parison (made for the geographical region of 137°- 
144°E and 33°- 40°N) is an underestimation of total 
precipitation by ECMWF compared to the MESO 
and radar-gauge analysis. In contrast to the NCEP 
fields, underestimation is slightly bigger and not 
compensated by an overestimation in other regions, 
so that ECMWF fields seem to be biased towards 
lower-than-actual precipitation (the radar-gauge 
values can be considered as ‘’ground truth’’). Even 
taking ECMWF data with 0.1° resolution does not 
overcome the problem because one would expect 
this high-resolution model to perform better than 
the low-resolution (0.5°) NCEP model, especially 
in a topographically complex region like Japan.

With respect to the wet deposition, ATDM calculations 
used the precipitation fields without adjustment: the 
MESO analysis 3-hour accumulated precipitation 
and the RAP used the precipitation at the grid point 
nearest in space (~ 1 km) and time (~ 30 min) to each 
particle at each integration time step. 
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Air concentrations (or the dilution factors when using 
a unit source) are computed either by summing 
each computational particle’s mass as it passes 
over a concentration grid cell and dividing the 
result by the cell’s volume or assigning a fraction 
of the particle mass to the nearby cells through 
the usage of a particle density function (kernel) of 
varying degrees of sophistication (e.g. FLEXPART 
uses a uniform kernel three hours after the particle 
release). In addition, each ATDM may have a slightly 
different treatment of this calculation depending 
upon whether a functional particle distribution 
is assumed between grid cells when the particle 
density becomes sparse. 

One critical aspect for the quantitative predictions of 
air concentration and deposition is the wet and dry 
scavenging that occurs along the particle’s transport 
pathway. Because following a large number of radio-
nuclides could be computationally prohibitive, only 
three generic species were tracked as surrogates 
for all of the radionuclides: a gas with no wet or dry 

scavenging (noble), a gas with a relatively large dry 
deposition velocity and wet removal to represent 
gaseous I-131, and a particle with wet removal and 
a small dry deposition velocity to represent all the 
remaining radionuclide particles. There can be 
considerable variability in scavenging coefficients 
and deposition processes. Each ATDM had its own 
unique treatment of these processes, which were 
described in section 4.

The ATDMs are all run “off-line”, meaning that 
space-and-time-varying meteorological data fields 
for the computational period must be available to 
the ATDM. The period of 11 – 31 March 2011 was 
determined to be the period of greatest interest. 
Given the uncertainties in the emissions and the 
temporal frequency of meteorological analyses, 
the release periods were divided into three-hour 
duration segments. The emission rate is assumed 
to be a constant for each three-hour period. A 
separate 72 hour duration ATDM calculation was 
made for each radionuclide release period which 

6. DESCRIPTION OF THE ATDM 
COMPUTATIONAL APPROACH

Figure 3. Regional domain (red box) over which task team calculations were performed.
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was sufficiently long to permit particles to exit 
the regional sampling domain (see Figure 3). 
After testing the ATDM calculations with several 
different particle number release rates and con-
sidering the regional nature and resolution of the 
concentration grid, the emissions were represented 
by the release of 100,000 particles per hour with 
a total mass of one unit per hour. Because of the 
uncertainty in the actual value of the time-varying 
release height, particles were uniformly released 
from ground-level to 100 m. 

The ATDM calculations were started every three 
hours from 11 March 0000 UTC through 31 March 
2100 UTC, resulting in 168 independent calculations. 
All ATDMs used a similar concentration-deposition 
grid configuration of 601 (west to east) and 401 
(south to north) grid cells defined on a regular 
latitude-longitude grid at 0.05 degrees resolution 
(about 5 km) centred at 38N and 140E (Figure 3). 
The output was configured to provide 3-hour aver-
ages for air concentrations and 3-hour deposition 
totals. Air concentration and deposition at any one 
point in space and time are computed by adding 
together the contribution of each of the release 
period calculations (within that 72 hour window) 
contributing to the desired sampling period.

Because of the fact that emissions were not final-
ized at the beginning of the TT study, nor were the 
undetermined number of radionuclides that might 
be required, all ATDM computations were done 

using a unit source emission rate. The calculation 
for each emission period provides the dispersion 
and deposition factors from the release point for 
that emission period to all downwind grid loca-
tions, defining how much of the emissions are 
transferred to each location for every output time 
period. The set of calculations for all emission 
times is defined as the Transfer Coefficient Matrix 
(TCM). When quantitative results are required, 
the actual air concentrations and depositions are 
computed in a simple post-processing step by 
assigning the TCM computational surrogate to 
a specific radionuclide, multiplying the TCM by 
the appropriate time-varying emission rates and 
radioactive decay constant. The UNSCEAR emis-
sions were decay-corrected to 0600 UTC 11 March. 
Therefore, in the post-processing computation 
of air concentration and deposition, individual 
radionuclide decay rates are applied starting from 
the normalization time. Using this methodology, 
results for multiple emission scenarios can easily 
be created without rerunning any of the ATDMs. 
A detailed description of this approach is given by 
Draxler and Rolph (2012). 

A summary of all the ATDM calculations and the 
meteorological data they used is shown in Table 4. 
The “C” indicates a completed model simulation 
and the “R” indicates a completed simulation using 
the supplemental radar-rain gauge data provided by 
the JMA. Eighteen ATDM-meteorology simulations 
are available for analysis.

Table 4. ATDM and meteorology combinations available (C) and also using RAP (R).

ATDM-Meteorology CMC NOAA ECMWF UKMET JMA

CMC-MLDP0 C C

JMA-RATM C,R

NOAA-HYSPLIT C,R C,R C,R

UKMET-NAME C C C,R

ZAMG-FLEXPART C,R C,R
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For evaluating the meteorological analyses, common 
statistics for these analyses alone, typically paired in 
space and time with observations, would not be an 
adequate measure of the quality of the radionuclide 
plumes produced using those data because the radio-
nuclide plume structure varies in space and time. The 
issue is not just a question of which meteorological 
analyses are the most suitable to use, but how can 
the ATDM models be optimized to work with the high 
resolution JMA data to compute vertical motion, 
stability, mixing, and deposition. Therefore, the TT 
concluded that the best overall metric would be to 
evaluate the ATDM’s performance by comparing the 
model-predicted patterns of Cs-137 deposition to the 

available deposition measurements. The accumulated 
Cs-137 deposition field has the advantage of having 
measurements available over a wide region. One 
disadvantage, discussed previously, is that the bulk 
of the deposition occurred during only a few time 
periods. In addition, there is considerable interest 
in determining how well the ATDM-meteorology 
combinations can represent the air concentration 
data. However, for radionuclide specific measure-
ments, air concentration data were available at 
only a few locations. The TT decided not to use the 
more abundant gamma dose measurements due to 
their dependence on detailed knowledge of the full 
source inventory. 

7. RADIONUCLIDE MEASUREMENTS FOR 
MODEL EVALUATION

Figure 4. Regional deposition map of Cs-137 from 
MEXT (2011).
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7.1 Deposition

Performing a quantitative analysis of the ATDM-me-
teorology combinations requires a digital version 
of the now well-published Cs-137 deposition 
graphic (Figure 4) first reported by the Japanese 
Ministry of Education and Science and Technology 
(MEXT) and subsequently re-published (Kinoshita 
et al., 2011). However, some of the digital mea-
surements contributing to this graphic have been 
made available elsewhere and have been merged 
into an equivalent digital product that the TT used 
for their ATDM-meteorology evaluations. The TT 
version includes measurements taken by the U.S. 

Department of Energy’s (USDOE, 2011) fixed-wing 
aircraft (C-12) from 2 April 2011 to 9 May 2011 and 
ground based measurements by MEXT (MEXT, 
2011). The aircraft data were collected using an 
array of large thallium-activated sodium iodide 
crystals. It was assumed that the data collected 
early in the period (2 April) could be used as a 
proxy for the total deposition on 31 March (end of 
the modelling period). The collected aircraft and 
ground based data points were averaged onto a 
grid (0.05 degree resolution) identical to the one 
used in the ATDM calculations, where aircraft-based 
sampling covered 374 grid points and blending in 
additional ground-based data provided 543 grid 

Figure 5. Measured Cs-137 deposition from ground (MEXT) and aerial (USDOE) sampling interpolated to the ATDM com-
putational grid. Contours show the terrain elevation at 250 m intervals.
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points for model verification. The blended Cs-137 
deposition measurements are shown in Figure 5. 
Note that the TT product captures the deposition 
in the Fukushima prefecture but does not include 
any of the deposition to the southwest. Although 
these data are considered to be the best available 
at this time, there may be uncertainties about the 
representativeness of these data due to soil perme-
ability, fracturing, and radionuclide solubility, which 
could result in vertical and horizontal migration of 
radionuclides in the soil, thereby altering the spatial 
distribution and strength of the original deposition. 

7.2 Air concentration

After the accident at the Fukushima Daiichi Nuclear 
Power Plant, radiation was monitored at the Nuclear 

Fuel Cycle Engineering Laboratories, Japan Atomic 
Energy Agency (JAEA). Furuta et al. (2011) provides 
preliminary monitoring results of dose rates, air 
concentrations, and deposition up to 31 May 2011. 
The TT used the time series of Cs-137 and I-131 
(aerosol and gas) air concentrations measured at 
JAEA (Chino, 2012) at location 36.4356N 140.6025E 
(~110 km SSW of Fukushima Daiichi NPP; see the 
figure in Appendix) for the ATDM-meteorology 
evaluations for the 11-31 March period.

The CTBTO Takasaki sampling site (located at 
36.30N 139.08E, ~210 km SW of Fukushima Daiichi 
NPP) also monitored air concentrations for Cs-137, 
I-131 and Xe-133 radionuclides. The TT did not 
consider these data because of unresolved con-
tamination issues.
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Procedures for evaluating ATDM calculations have 
a long history (Fox 1984; Hanna 1989, 1993; Chang 
and Hanna 2004). The problem eludes simple 
solutions because the variability in atmospheric 
motions cannot be deterministically represented 
in any model, resulting in inevitable mismatches 
between predicted and measured concentrations 
paired in space and time. The ATDM-meteorology 
evaluation protocol used here follows the proce-
dures used by Mosca et al. (1998) and Stohl et al. 
(1998). However, only five statistical parameters 
were selected from their long list to represent 
well-defined evaluation categories. Both Mosca 
et al. (1998) and Stohl et al. (1998) recognized the 
problem in dealing with the uncertainties of “near 
background” measurement data and in avoiding 
statistical parameters that may be too sensitive to 
small variations in the measurement values, such 
as ratios between measured and calculated con-
centrations. For a quick evaluation comparison, it 
is desirable to have a single parameter that can be 
used to determine the overall quality of model per-
formance. Stohl et al. (1998) found that ratio-based 
statistics are the most sensitive to measurement 
errors, while their correlation coefficient is one 
of the most robust. Chang and Hanna (2004) are 
more critical of the correlation coefficient due to 
its sensitivity to high concentrations. Chang and 
Hanna (2004) also summarized attempts by sev-
eral different researchers to define a single model 
evaluation parameter such as ranking models by 
each statistic and then ordering them by the total 
rank. In the following evaluation, a new ranking 
method (Draxler, 2006) was defined by giving 
equal weight to the normalized (0 to 1) sum of 
the correlation coefficient (R), the fractional bias 
(FB), the figure-of-merit in space (FMS), and the 
Kolmogorov-Smirnov parameter (KSP), such that 
the total model rank would range from 0 to 4 (from 
worst to best),

Rank = R2 + 1-|FB/2| + FMS/100 + (1-KSP/100).

The correlation coefficient (R), also referred to as 
the Pearson’s Correlation Coefficient (PCC), is used 
to represent the scatter among paired measured 
(M) and predicted (P) values:

  

� 

R =
(Mi − M)(Pi − P)∑

(Mi − M)2∑ (Pi − P)2∑  

where the summation is taken over the number of 
samples and the over-bar represents a mean value. 
A slight variation is introduced in the computation 
of R. To reduce the sensitivity to outliers, the aver-
age correlation is computed by taking the average 
variance over N iterations, where N is equal to the 
number of samples, and 20% of the samples, selected 
randomly, are eliminated from each iteration before 
computing R. Although strongly influenced by both 
the correlation and bias, the percentage of calcula-
tions within a certain factor of the measured value 
is a popular statistic, such as within a factor of two 
(%FA2) or five (%FA5) defined as the percentage of 
values that satisfy

  

� 

0.5 ≤
P
M

≤ 2.0 and 0.2 ≤
P
M

≤ 5.0

A normalized measure of bias is the fractional bias 
(FB). Positive values indicate over-prediction and FB 
ranges in value from –2 to +2 and it is defined by: 

  

� 

FB = 2 (P − M)
(P + M)

As discussed in Mosca et al. (1998), by plotting 
predicted values against measured values, we 
get a scatter diagram, which can be divided into 
two regimes: values above the y=x line indicate 
over-prediction, while values below the line indicate 
under-prediction. If N pairs (Mi, Pi) are plotted, 
then N(Pi>Mi) is the number of over-predictions, 
i.e., the number of pairs where Pi>Mi. The factor 
of exceedance (FOEX) is expressed as a percent 
value following:

  

� 

FOEX =
N(Pi >Mi )

N
− 0.5

 

 
 
 

 

 
 
 

×100, − 50 ≤ FOEX ≤ +50

A value of FOEX equal to -50% means that all values 
are under-predicted (all pairs are below the y=x 

8. STATISTICAL EVALUATION METHODS
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line); on the other hand, a value of +50% means 
that all values are over-predicted (all pairs above 
the y=x line). A value of 0% means that there are 
half under-predictions and half over-predictions 
(not meaning necessarily that all N pairs lie on the 
y=x line).

The normalized mean square error (NMSE) is 
defined as:

  

� 

NMSE = 1
M ⋅ P 

⋅
1
N

Mi − Pi( )2∑

The NMSE provides information on the deviations 
and not on the overestimation/underestimation. 
Values of NMSE are always positive (Mosca et al., 
1998). This parameter is very sensitive to differ-
ences between measured and predicted values. 
Perfect model results would have a NMSE value of 
zero. A similar metric is the root mean square error 
(RMSE), which is the square root of NMSE without 
normalization by (M-P).

The spatial distribution of the calculation relative 
to the measurements can be determined from the 
Figure of Merit in Space (FMS), which is defined 
as the percentage of overlap between measured 

and predicted areas. Rather than trying to contour 
sparse measurement data, the FMS is calculated 
as the intersection over the union of predicted (p) 
and measured (m) concentrations in terms of the 
number (N) of samplers with concentrations greater 
than a pre-defined threshold (zero):

  

� 

FMS =100 NP ∩ NM

NP ∪ NM

Differences between the distribution of unpaired 
measured and predicted values is represented 
by the Kolmogorov-Smirnov parameter, which is 
defined as the maximum difference between two 
cumulative distributions when Mk = Pk, where

  

� 

KSP = Max | D(Mk ) − D(Pk ) |

and D is the cumulative distribution of the measured 
and predicted concentrations over the range of k 
values such that D is the probability that the con-
centration will not exceed Mk or Pk. It is a measure 
of how well the model reproduces the measured 
concentration distribution regardless of when or 
where it occurred. The maximum difference between 
any two distributions cannot be more than 100%.
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9.1 Deposition

The preliminary ATDM results are summarized in 
Table 5 using the source term originally determined 
by Chino et al. (2011), modified by Terada et al. 
(2012), and further revised by Fischer (2012) and 
is hereafter called the “UNSCEAR” source term. 
Naturally the model deposition predictions outside 
of the sampling domain are not considered. But it is 
clear that there is quite a range of model performance 
(Ranks from 2.63 to 3.52). A high or low rank with 
regard to the overall deposition pattern does not 
suggest that the particular model will perform the 
same way for air concentrations nor does it mean 
that the model performance will rank the same 
way for any one specific emission period. The fact 
that multiple model results are available permits 
the computation of a single mean model result to 
represent the ATDM calculations providing more 
consistency in the model results at different times 
and for both deposition and air concentration. 

Although some of the ATDM calculations used the 
same meteorological data source, they may have 
had the fields available at a different resolution than 
the other ATDMs using the same meteorological 
data source, or they may have processed the mete-
orological data differently. See the individual ATDM 
documentation in section 3 for more details on this 
matter. For example, both the UKMET and CMC 
ATDM calculations using the MESO data showed 
improved statistical scores over calculations using 
their global analyses (UKMO, ECMWF and GEM). In 
contrast the NOAA ATDM calculation scores with the 
MESO data were clearly inferior to the calculations 
using global analyses (ECMWF and GDAS). 

The sensitivity of the quantitative statistical results 
to both the model and the meteorology can be 
appreciated by a more qualitative comparison 
with the measured deposition patterns holding 
the model or meteorology constant. Figure 6A 
shows NOAA model predicted deposition pattern 
using the ECMWF meteorology (the result with 
the highest Rank) and Figure 6B shows the NOAA 
model result using the MESO meteorology (with 
some of the lower ranking results). Ignoring the 

offshore component, both simulations show a 
deposition component to the north that does not 
exist in the measurements (Figure 4). The pattern 
to the northwest and west shows a much better fit 
to the measurements using ECMWF data, while the 
extension to the south along the coast is unrealisti-
cally represented by both calculations, which also 
depends on the source term used.

The same calculation combination of ECMWF and 
MESO data, but for the UKMET ATDM is shown in 
Figure 7. The difference in the ATDM calculations 
(here NOAA and UKMET) is apparent for calculations 
using either ECMWF or MESO data. The UKMET 
results tend to be much smoother than the NOAA 
calculation which is especially striking for the calcula-
tions using the finer resolution MESO data. Although 
the NOAA calculation shows a distinct left turn in 
the high deposition region from the northwest to 
the southwest, also evident in the measurements, 
the granularity of the deposition pattern in the 
calculation using the MESO data detracts from the 
NOAA model’s quantitative performance statistics. 
The smoother UKMET deposition results, although 
not necessarily identically aligned with the mea-
surements, are more consistent with the smoother 
patterns observed in the measured deposition. 

The point of this discussion is that there are 
multiple factors (emissions, meteorology, ATDM 
assumptions) that may be impossible to isolate that 
confound a simple evaluation of the best meteo-
rology to use in modelling the deposition and air 
concentrations. There is additional uncertainty in 
the metric used to evaluate the model results. For 
example, in Appendix, we summarize the model 
results compared with both deposition and air 
concentrations. The ranking of the models showed 
differences for each metric. The results shown in 
Appendix are based upon the JAEA source term. 
The comparison of results presented in Tables 
5, 6, and Appendix also illustrates the variability 
introduced by the assumptions regarding the time 
variation of the source strengths. For example, the 
revised JMA-MESO-R results (for Cs-137 ground 
deposition) using the JAEA source term had a 
Rank value of 3.28, compared to the Rank value 

9. SUMMARY OF THE ATDM RESULTS
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2.94 using the UNSCEAR source term. To illustrate 
sensitivity to changes in model parameterizations, 
the original JMA-MESO-R calculation showed a 
Rank value of 3.22 with the JAEA source term, and 
2.89 using UNSCEAR source information.

Because of the uncertainty in determining the 
best meteorology and implicitly ATDM combina-
tion, another approach is to compute a mean of 
all the results. Out of the 18 ATDM-meteorology 
combinations shown in Table 4, ten were selected 
to represent each ATDM and most of the meteo-
rological analyses. When there were several pos-
sibilities for an ATDM-meteorology combination, 

the tendency was to select the calculation with the 
highest rank, except when that meteorological 
analysis was already over-represented by one 
of the other ATDMs. The combinations selected 
for the ensemble are shown in bold in Table 5. 
Each ATDM is represented by two meteorological 
analyses. The MESO, ECMWF, GDAS, and GEM 
analyses are represented by four, three, two, and 
one member, respectively. Out of these ten, three 
meteorological analyses used the RAP for the wet 
deposition calculations. The mean model results 
of the ten members are identified in Table 5 by 
the designation ENS-select, while the mean of all 
the members is identified by ENS-all. In general, 

Table 5. The Cs-137 deposition evaluation results using the UNSCEAR source term. Model-meteorology combinations 
shown in bold are used to compute the ensemble mean.

Centre Meteorology R NMSE FB %FA2 KSP RANK
CMC GEM 0.71 4.27 0.05 37.8 44 3.04
CMC MESO 0.75 5.99 -0.14 51.4 17 3.32
JMA MESO 0.47 6.77 0.25 33.0 17 2.93
JMA MESO-R 0.75 6.93 0.80 26.5 27 2.89
JMA (REV) MESO 0.66 3.97 0.26 14.3 19 3.11
JMA (REV) MESO-R 0.79 5.97 0.83 22.1 27 2.94
NOAA ECMWF 0.85 2.43 0.02 56.4 19 3.52
NOAA ECMWF-R 0.58 9.51 -0.46 27.8 20 2.91
NOAA GDAS 0.88 1.58 0.23 38.3 34 3.33
NOAA GDAS-R 0.69 6.87 -0.33 38.3 11 3.19
NOAA MESO 0.45 9.87 0.67 46.0 15 2.72
NOAA MESO-R 0.42 9.87 0.71 39.4 16 2.66
UKMET UKMO 0.58 6.10 0.48 31.3 46 2.63
UKMET ECMWF 0.83 2.16 0.42 34.4 39 3.08
UKMET MESO 0.77 2.77 0.32 40.2 24 3.19
UKMET MESO-R 0.67 3.73 0.28 40.7 22 3.09
ZAMG GDAS 0.69 8.53 -0.28 49.8 27 3.06
ZAMG GDAS-R 0.67 12.84 -0.58 34.6 9 3.06
ZAMG ECMWF 0.75 3.26 0.22 44.4 38 3.08
ZAMG ECMWF-R 0.78 3.77 0.41 48.6 24 3.16

ENS ALL 0.83 2.30 0.25 43.7 37 3.19
ENS Select 0.86 1.92 0.26 39.8 40 3.21



33

the performance statistics between all the mem-
bers and the select ten are comparable, with the 
ten showing slightly better results. No doubt it 
is possible to select a group of models that will 
maximize a given deposition performance metric, 
and this will be discussed in more detail in Section 
10. However, as will be shown in the next section, 
it is also necessary to consider the performance 
of the models’ air concentration predictions.

An example of the computed Cs-137 deposition pat-
tern for the ENS-MEAN model (select ten) is shown 
in Figure 8, which can be directly compared with 
the measured deposition pattern shown in Figure 5. 

The computed high deposition region shows a com-
parable downwind direction to the measurements, 
including the turn to the southwest, less transport 
to the north, and a much smoother pattern that is 
more consistent with the measurements. 

Another quantitative comparison would be the 
deposition scatter diagram shown in Figure 9 
for the mean model (A) and the highest ranking 
model (B), for each of the measured deposition 
data grid points. This illustrates more clearly a 
slight under-prediction for the highest measured 
depositions and an over-prediction for the lower 
deposition measurements. The scatter diagram 

Table 6. The Cs-137 air concentration evaluation at the JAEA sampling site using the UNSCEAR source with the ATDM- 
meteorology combinations used in the ensemble shown in bold.

Centre Meteorology R NMSE FB %FA2 KSP RANK
CMC GEM 0.08 67.4 -1.34 75.0 54 1.55
CMC MESO 0.19 15.31 -0.01 82.5 34 2.52
JMA MESO 0.46 27.49 -0.86 80.0 44 2.14
JMA MESO-R 0.49 153.28 -1.69 57.5 66 1.30
JMA (REV) MESO 0.21 17.34 0.02 14.29 43 2.38
JMA (REV) MESO-R 0.06 148.84 -1.66 14.30 65 1.15
NOAA ECMWF 0.13 41.66 -0.96 62.5 61 1.55
NOAA ECMWF-R 0.13 42.08 -0.97 62.5 58 1.58
NOAA GDAS 0.22 46.00 -0.89 60.0 71 1.50
NOAA GDAS-R 0.22 46.07 -0.89 60.0 68 1.52
NOAA MESO 0.10 126.63 -1.62 62.5 68 1.14
NOAA MESO-R 0.10 125.62 -1.62 60.0 69 1.11
UKMET UKMO 0.10 77.23 -1.41 70.0 54 1.46
UKMET ECMWF 0.10 30.36 -0.74 70.0 54 1.80
UKMET MESO 0.20 20.93 -0.42 80.0 51 2.12
UKMET MESO-R 0.20 21.49 -0.44 80.0 51 2.11
ZAMG GDAS 0.12 43.04 0.38 57.5 56 1.84
ZAMG GDAS-R 0.15 43.86 0.35 57.5 56 1.86
ZAMG ECMWF 0.06 25.66 -0.27 55.0 61 1.81
ZAMG ECMWF-R 0.05 27.35 -0.30 42.5 71 1.57

ENS ALL 0.11 27.37 -0.60 82.5 35 2.19
ENS Select 0.13 24.88 -0.55 82.5 35 2.22
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shows that the level of uncertainty for any one 
measurement is about a factor of 10. In contrast, 
the best model (highest rank) shows much more 
scatter at the lower range of measured deposition. 
The ensemble model shows a much tighter scatter 

pattern than the best model, illustrating the advan-
tage of using an ensemble model product rather 
than a single model for subsequent assessment 
calculations and not relying upon a single metric 
for evaluating model results.

Figure 7. Calculated Cs-137 deposition using UKMET-NAME ATDM with ECMWF data (A - top) and with the JMA-MESO 
analysis (B - bottom).

Figure 6. Calculated Cs-137 deposition using NOAA-HYSPLIT ATDM with ECMWF data (A - top) and with the JMA-MESO 
analysis (B - bottom).
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Figure 8. Calculated Cs-137 deposition using the mean of selected 
ten ATDM-meteorology combinations.

9.2 Air Concentration

Only two locations collecting radionuclide air 
concentration data were available to the TT. These 
two sites were located at the periphery of the main 
transport corridor. As noted earlier, one site was 
contaminated, so we only examined the time series 
data at one location, JAEA, about 110 km south 
of the accident site for the same ATDM-meteoro-
logical combinations shown for the deposition 
patterns. Model performance for air concentra-
tions is a critical part of the dose calculation. The 
statistical results for the JAEA sampling site are 
summarized in Table 6. In terms of overall rank, the 
best ATDM-meteorology combination is no longer 
NOAA-ECMWF, as was the case for deposition, 
but the CMC-MESO combination, followed by the 
revised JMA-MESO, and then the ENS-select result. 
The results are only for one location and there are 
only 41 temporal values given compared with the 
543 deposition grid points. However, the results 
suggest the difficulty of assigning a single metric 
for evaluation purposes.

The quality of the air concentration calculations 
as compared to the deposition calculation is best 

illustrated qualitatively by examining the time 
series of calculated and measured air concentra-
tions at the JAEA sampling site, using the same 
ATDM-meteorology combinations shown in the 
deposition section. The NOAA ATDM calculation 
using ECMWF and MESO data is shown in Figure 
10. The results are qualitatively consistent with the 
NOAA deposition statistics in that the calculation 
using the MESO data is more variable and not as 
good as the calculation using the ECMWF analysis. 
It is interesting to note that this is the only model 
that showed a poorer performance using the MESO 
data compared with the global data, suggesting the 
importance of how the model incorporates higher 
resolution data into its computational framework, 
especially the vertical motion component of the 
calculation.

In contrast, the comparable calculation using 
the UKMET ATDM shows (Figure 11) quite good 
performance with the ECMWF data (rank=1.80) 
and even better performance using the MESO 
data (rank=2.12). The more complex and granular 
spatial deposition pattern shown by the NOAA 
model did not translate into a better prediction of 
the air concentration time series. The inclusion 
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of the MESO data resulted in a prediction of the 
second peak on the 15th as well as capturing the 
last peak toward the end of the month. 

The ensemble mean calculation in this case is better 
(Rank=2.22) than all the other ATDM-meteorology 

combinations except the CMC ATDM (Rank=2.52) 
and the revised JMA-MESO (Rank=2.38). However, 
examining the two time series (Figure 12) doesn’t 
show any systematic differences between the ENS 
and CMC simulations, suggesting that the small dif-
ferences in the quantitative statistics are irrelevant.

Figure 10. Calculated Cs-137 air concentrations (red +) at JAEA using NOAA-HYSPLIT ATDM with ECMWF data (A - top), 
with the JMA-MESO analysis (B - bottom), and the measured data at JAEA (black o).

Figure 9. Scatter diagram for Cs-137 deposition for the ensemble mean model (A - top) and the NOAA-HYSPLIT using the 
ECMWF data, the model with the highest rank (B – bottom). Numbers represent the grid cell position in sequential units.
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Figure 11. Calculated Cs-137 air concentrations (red +) using UKMET-NAME ATDM with ECMWF data (A - top), JMA-MESO 
analysis (B - bottom), and the measured data at JAEA (black o).

Figure 12. Calculated Cs-137 air concentrations (red +) using the ENS-Mean ATDM (A - top), CMC-MLDP0 using JMA-MESO 
(B - bottom), and measured data at JAEA (black o).
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The previous ten member ensemble model results 
were provided to UNSCEAR for their dose assess-
ment study. Subsequently, additional analyses of 
the model results using the latest developments 
in ensemble treatment have led to alternative 
pathways with respect to selecting the members 
as described below.

As demonstrated in the past (Potempski and Gal-
marini, 2009), a multi-model (MM) analysis has to 
consider the fact that models are not independent 
and that they share large portions of their modules. 
A MM ensemble may therefore be characterized by 
overlaps that do not cancel out and may produce a 
serious deterioration of the ensemble performance 
(Solazzo et al., 2012). Simplistic statistical treat-
ments of model results (a simple MM average, for 
example) can be deceiving and can lead to incorrect 
conclusions. 

The aim of the analysis in this section is to assess 
the ensemble of TT models in order to identify the 

original, non-repetitive contribution each model 
brings to the ensemble. In addition we need to 
identify and remove unnecessary model overlaps. 
We consider the 18 model predictions of Cs-137 
deposition at 543 receptors in the Fukushima region 
as described in this report (excluding the recently 
revised JMA-RATM results).

As it is not practical to assess the independence of 
models and their results, we will focus on: 

Identifying to what extent the combination of all 
18 model results is meaningful with respect to the 
observed variability;

Using the currently available theoretical analysis to 
identify the subset of models out of the 18 available 
that provides non-redundant information; and

Using a heuristic approach to verify the consistency 
with the theory and to identify and characterize the 
members of the subset.

10. FURTHER ENSEMBLE ANALYSIS

Figure 13. Variation of the effective number of members as a function of the 
ensemble size. The colours represent the variance of the ensemble.
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10.1  Redundancy of dataset

When projecting the observation anomalies (obs–
mean(obs)) onto the principal components (PCs) 
of the covariance matrix of the deviation of the 
ensemble of models from the MM mean, we find 
that the first (largest) eigenvalue already accounts 
for more than twice the observed spatial variabil-
ity. Moreover, when all eigenvalues are taken into 
account, the MM mean can explain approximately 
nine times the observed variability for deposited 
Cs-137. According to the definition of Annan and 
Hargreaves (2010) the ensemble is therefore wide. 
Dealing with a wide ensemble implies that there is 

a substantial amount of redundant variability that is 
variability already accounted for by other models. 
One consequence of this is that the ensemble size is 
simply too large and not all information contained 
is needed in principle. In particular, that would be 
the case if the presence of redundant information 
were to produce a deterioration of the ensemble 
result as investigated in the next section.

10.2 Data reduction

Following Bretherton et al (1999) and Pennel and 
Reichler (2011), we calculate the number of effective 
models (Meff) sufficient to reproduce the variability 

Figure 14. Clockwise from top left curves of minimum RMSE, maximum M1, maximum PCC, minimum FB, as a function of 
the number of models.
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of the full ensemble. Under the assumption that the 
modelled and observed fields are normally distrib-
uted, the fraction of the overall variance expressed 
by the first Meff eigenvalues is 86% (Equation 8 of 
Bretherton et al., 1999). By construction, Meff =M 
only if all eigenvalues were equal to unity, which 
corresponds to the situation in which all direc-
tions are equally important. On the other hand, if 
all error fields were similar, only one eigenvalue 
would be non-zero and Meff = 1.Thus we can think 
of replicating the full variability of the M-members 
by a Meff- dimensional subset of these in a vector 
space whose base is generated by the eigenvectors 
of the largest eigenvalues. As noted by Pennel 
and Reichler (2011), the concavity of the Meff plot 
as a function of the number of models presented. 

Figure 13 indicates that the addition of more models 
to the ensemble is not compensated for by a linear 
increase in the overall information. This is a direct 
consequence of commonalities among members. 
In other words, the chance that one new member 
shares features with another increases with the 
ensemble size. This would not happen in the case 
of totally independent models.

10.3  Reduced MM ensemble

We will now explore a heuristic data-reduction 
technique, which allows i) identifying the dimen-
sionality of the subspace, and ii) selecting the mem-
bers to generate skilful but reduced ensembles. In 
Figure 14 we report the curves of the most skilful 

Table 7. Models that are part of the minimum sets retrieved based upon four statistical measures. The ranking is indicated 
within the brackets.

Max PCC Min bias min MSE Max M1

NOAA-GDAS(1)  
UKMET-MESO(5) 
UKMET-ECMWF(4) 
NOAA-ECMWF(2) 
ZAMG-ECMWF(6) 
CMC-MESO(7)

CMC-GEM(2)  
CMC-MESO(3)  
JMA-MESO(6)  
NOAA-GDAS-
RAP(10) UKMET-
MESO-RAP(8) 
ZAMG-GDAS(7)

NOAA-GDAS (1)  
UKMET-MESO (4) 
UKMET-ECMWF(3) 
NOAA-ECMWF(2) 
ZAMG-ECMWF(5)  
{CMC-MESO (9)  
in place of UKMET-
MESO in a quintuplet 
combination

NOAA-ECMWF(1) 
UKMET-MESO(5) 
ZAMG-GDAS-RAP(10) 
[CMC-MESO(3) 
NOAA-GDAS-
RAP(4) ZAMG-ECM-
WF-RAP(6)]

PCC |FBias| RMSE M1 Stdev ratio
Max PCC 0.91 0.19 272.2 3.31 0.69

Min Bias 0.77 1*10-5 403.2 3.29 0.46

Min MSE 0.91 0.29 246.3 3.28 0.83

Max M1 0.87 0.002 344.8 3.55 0.52

Full ensemble 0.83 0.25 329.7 3.19 0.70

Table 8. The (PCC) pearson correlation coefficient; (Fbias) Fractional Bias; (RMSE) Root Mean Square Error; (M1) metric 
M1; (Stdev Ratio) ratio of the modelled to the observed standard deviation.
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ensembles for all possible subsets of ensembles 
generated with the available pool of models. The 
identification of the reduced set was based on the 
same statistical metrics use for the evaluation of 
the individual model performance as previously 
shown. The top-left panel shows the curve of min-
imum RMSE, then clockwise the maximum rank 
(M1), the maximum PCC and finally the minimum 
FB. For all metrics there exists a subset of models 
whose ensemble mean largely outscore the full 
ensemble mean. For example, the minimum RMSE 
obtained by combining five members is ~30% lower 
than the 18-member ensemble. This is an indication 
of the deterioration of the skills of the ensemble 
when more redundant members are combined, 
depending on the fact that the contributions are 

not independent, model differences (errors) are not 
random and do not cancel out. The curves shown 
in Figure 14 represent the best performing groups 
as a function of the number of members. For each 
metric, results are reported in Table 7.

The PCC and RMSE identify the same models. We 
have scored the reduced ensemble against all of the 
other metrics plus the variability, measured by the 
standard deviation (Table 8 - ratio of the standard 
deviation of the ensemble to that of the measure-
ments). The combination of model results with the 
min RMSE has the best accuracy (minimum error, by 
definition) and also records the standard deviation 
closest to the standard deviation of the measure-
ments. For this reason we retain the combination 

Figure 15. Dendrogram of the ensemble
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of the five models: NOAA-GDAS; UKMET-MESO; 
UKMET-ECMWF; NOAA-ECMWF; ZAMG-ECMWF, 
as the best possible subset. 

The dimension of the five member subset previously 
noted is in perfect agreement with the analysis of 
Meff, indicating that this is indeed the level of diver-
sity that it is possible to express from the available 
dataset. In Table 8, along with the members, we 
report the score of each individual member for that 
particular metric. In the case of RMSE, the best subset 
is generated by the top five scoring models, i.e. the 
models that each individually perform among the 
best five. In general, this is not always the case. On 
the contrary, it is more common to deal with subsets 
of mix-ranked members in light of the redundancy of 
the members (e.g. Solazzo et al., 2012). The fact that 
the first ranked models are also those whose mean 
minimizes the error is an indication that these models 
are poorly correlated. In fact, if two best features 
depend heavily on one another and we can observe 
some significant correlation between the two, then 
conceptually one contains some of the information 
of the other. This means that when considering the 
two together as a predictor we get very little decrease 
in error compared to either of the two taken singly. 
The result obtained both by the theoretical analysis 
and by the heuristic approach can also be seen 
from the clustering of the members. In Figure15, the 

association is based on the matrix of correlations 
from which the eigenvalues were derived. Four out of 
the five models belong to different clusters (arrows). 
NOAA-GDAS and UKMET-MESO, although not 
strictly correlated (level of dissimilarity ~0.6), share 
some similarities and belong to the same cluster. 
UKMET-ECMWF, aside from being high-ranked (4th), 
has the highest level of diversity and is not grouped 
with any other model. Note that the first branch of 
the dendrogram (NOAA-MESO-RAP, NOAA-MESO) 
is the most redundant one, as it shares the largest 
portion of commonalities with the other cluster and 
is not represented in the selected quintuplet.

10.4 Relaxation of the set reduction

The answers to the original research questions are 
therefore:

(a) The variability of the ensemble mean of the 
18 models covers nine times the observed 
variability and is therefore redundant; the use 
of all results may produce a deteriorated and 
statistically biased result.

b) The identified optimal subset corresponds to 
four or five models out of 18. Any other model 
added beyond this number deteriorates the 
ensemble RMSE.

Table 9. Sets alternative to the minimum set.

Minimum Set 10 Member Alternative Set Alternative Set #2
NOAA-GDAS NOAA-GDAS NOAA-GDAS NOAA-ECMWF

UKMET-MESO NOAA-ECMWF UKMET ECMWF NOAA_GDAS

UKMET-ECMWF UKMET-MESO ZAMG-GDAS UKMET-MESO

NOAA-ECMWF UKMET-ECMWF JMA-MESO-RAP UKMET-ECMWF

ZAMG-ECMWF ZAMG-GDAS CMC-MESO CMC-MESO

ZAMG-ECMWF-RAP JMA-MESO-RAP

JMA-MESO ZAMG-ECMWF-RAP

JMA-MESO-RAP

CMC-GEM

CMC-MESO
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(c) A subset of five models was identified, namely: 
NOAA-GDAS, UKMET-MESO, UKMET-ECMWF, 
NOAA-ECMWF, and ZAMG-ECMWF. It was 
shown that the five are representatives of 
four independent correlation clusters, thus 
corroborating the finding that their contri-
bution is original and that it improves the 
ensemble result.

Additionally, it is important to note that:

(a) The heuristic analysis performed is case-spe-
cific and metric-specific.

(b) The identification of a minimum subset does 
not imply, unless evidence is presented, that 
the number of models and the selected mem-
bers will be the same in other cases.

(c) The identification of an optimum subset requires 
that a large pool of appropriate model results 
be available.

(d) In general, an analysis of the ensemble optimum 
subsets is strongly recommended since the use 

of all model results can lead to a deterioration 
of the ensemble outcome.

The ten member ensemble was compared with the 
minimum set and two alternatives (Table 9). The 
compared performance of all models is presented 
in Figure 16. In the figure we show, in addition to the 
minimum set (magenta square) and the ten member 
ensemble (black square), the possible alternative 
of set #1 (red square), made of five members by 
substituting UK-MET-MESO with CMC-MESO as 
described above, and NOAA-ECMWF with JMA’s 
MESO-RAP; set #2 (blue square) containing at least 
one representative per group.

The figure clearly shows that sets #1 and #2 cluster 
close to the minimum set values, while the ten member 
set tends to have a performance close to the average 
of the possible combinations of ten members. An 
aspect that will require a deeper analysis relates to 
understanding the extent to which the differences 
outlined in the figure produce significant effects in 
terms of the spatial distribution and the final dose 
assessment, given the inherent uncertainties contained 
in the calculation procedure and measurements. 

Figure 16. Performance of alternative sets (see the text for a description of the colours) compared with the minimum set 
and the minimum performance per number of members.
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11. MODEL UNCERTAINTIES
The previous deposition results only showed the 
mean model performance with respect to the mea-
surements over the whole domain. To get a sense 
of the range of the individual member predictions 
composing the mean model, probability deposition 
box plots are shown in Figure 17 at five locations 
computed according to the procedure described by 
Draxler (2003). Here the deposition measurement 
is represented by the red “X” and quartiles by the 
box and the deciles by the whiskers. Because the 
ensemble is comprised of only ten members, the 
5th and 95th percentile values (o) are identical to the 
decile values. In the town of Fukushima, the mea-
surement falls just below the median prediction 
(centre line), the mean prediction (+) is much higher 
than the median just above the upper quartile, and 
the overall range is about a factor of ten. At Iitate, 
the measurement is near the 90th percentile value, 
while at Sendai, the measurement falls near the 
lower quartile. At the locations where measured 
deposition was available, the measurements fall 
within the range of the ATDM predictions. 

The uncertainty of the air concentration time series 
predictions at these locations can be illustrated by 

showing the ATDM-meteorology variance with each 
prediction. The variance is computed from 

  

� 

V =
(Pi − P)2∑

N

where V is the variance and P represents difference 
of the model prediction for each of N members 
from the mean. The results at Fukushima are shown 
in Figure 18 for the Cs-137 air concentration time 
series. The black circles represent the model cal-
culations while the variance is shown in red (units 
= concentration2). For instance, the peak predicted 
concentration on the 15th is just over 105 mBq m-3 
while the variance is just over (108 mBq m-3)2 or 104 
mBq m-3. In contrast, the rather low predicted peak 
on the 28th has an even lower variance, essentially 
suggesting that none of the ensemble members 
showed any large prediction at that time. In general 
the ensemble ATDM predictions are skewed toward 
zero because several members may make no con-
tribution, a situation where the transport is not over 
the sampler, while the peak concentrations will be 
limited by the emissions and a minimal dispersion 

Figure 17. Box and whisker plot of the selected ensemble 
members for the total Cs-137 deposition at several locations. 
The red X shows the measured value at the grid cell corre-
sponding to that location.

Figure 18. The calculated Cs-137 air concentration time series 
at Fukushima City (black o) and the ensemble variance for 
each calculation (red +). Variance units are concentration 
squared.
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factor when the radionuclide plume is directly over 
the location of interest.

The air concentration/variance time series at the 
four other locations is shown in Figure 19. These 
plots are intended as a quick visual reference to 

see if the concentration uncertainty is consistent 
between different time periods and locations. For 
instance, at Iitate the variance values at the time 
of the air concentration peaks were consistently 
larger than the air concentrations, while at Sendai, 
only a few of the peaks showed a higher variance.

Figure 19. The calculated Cs-137 air concentration time series at Iitate, Sendai, Tokai, and Tokyo (black o) and the ensemble 
variance for each calculation (red +). Variance units are concentration squared.
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12. SUMMARY AND CONCLUSIONS
The previous sections discussed the overall meth-
odology in developing various ATDM-meteorology 
calculations and evaluating the model results. 
Naturally, the results are quite dependent upon 
the magnitude of the time-varying source term, 
and these results may change in the future as 
more knowledge about the emissions becomes 
available. Due to the nature of the ATDM compu-
tational framework, the dispersion and deposition 
calculations do not have to be re-run, but the 
existing unit source calculations can be adjusted to 
reflect the updated source term. The ATDM results, 
with interactive source term adjustments and the 
computation of statistical performance measures, 
is available for all the ATDM calculations at the 
previously cited URL (http://ready.arl.noaa.gov/
READY_fdnppwmo.php). 

Five WMO TT members provided computational 
results for 20 ATDM-meteorology combinations. 
Some of the best deposition results were obtained 
from ATDM’s that used the highest spatial and 
temporal resolution meteorological fields. This 
was also true for the case of air concentrations 
for the limited measured data available to the TT 
in the evaluation. However, the conclusion is not 
simply that the highest resolution data provided 
the best results. For example, additional uncer-
tainty and variability may have been introduced 
into the calculations because a certain amount of 
pre-processing was required for each of the ATDM’s 
to deal effectively with different meteorological 
input data sets.

In general, the individual ATDM results tended to 
improve when the MESO analysis was used instead 
of global analyses. This was particularly the case for 
the air concentration results. It was also observed 
that the use of the RAP data as input to the models 
in place of the NWP precipitation fields resulted in 
a deterioration of ATDM results (see last table of 
Summary and Discussion of Appendix). The reason 
for that is currently unknown.

Effectively, the same ATDM-meteorology combination 
may not be the best at all locations and time periods. 
To address this issue, the TT provided an ensemble 
mean calculation for the best 10 ATDM-meteorology 
combinations available at the time the calculations 
were required by UNSCEAR. This approach provides 
for the computation of uncertainties associated 
with the model predictions. Subsequently, addi-
tional analyses based on the independence of the 
ATDM results showed that the ensemble model 
performance for deposition could be improved by 
selecting different subsets of members depending 
upon their skill. However, as highlighted in section 10, 
identifying alternative subsets does not imply that 
the number of models and the selected members 
will be the same in other cases. In fact, identifying 
an optimum subset requires a large pool of model 
results to be available. Further investigation will be 
required to assess the effect of the different ensem-
bles on the final result. The uncertainty chain that 
connects a deposition assessment to a dose might 
overshadow the differences in the performance of 
various ensembles.  
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People release floating paper lanterns at an event to commemorate earthquake and tsunami victims in Soma, about 40 km 
north of the tsunami-crippled Fukushima Daiichi nuclear power plant, September 10, 2011.
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