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1. Summary of highlights
	· February 2010
	Upgrade of the HRM model to 60 layers to use the DWD  30L60 boundary files.  

	
	

	·  MAY 2010
	Upgrade of the WRF-EMS model to version 3 with 35 layers.


	· NOVEMBER 2010
	Upgrade the PUMA system to AMESD PUMA-Synergie system.

	
	


2. Equipment in use
2.1 Numerical Weather Prediction and Central Information Processing Systems:

2.1.1 A twenty four (24) node HP linux cluster is used for Numerical Weather Prediction and Central Information Processing (CIPS-NWP). Sixteen (16) nodes are dedicated to model computation with the following specification:
	Component
	                 Description
	Qty

	Master node
	· quad core xeon 2,6 Ghz 
	2

	
	· 6GB RAM
	

	
	· Gb Ethernet interface
	

	
	·  Infiniband  interface
	

	
	· Dual 4Gb Fiber HBA (Host Bus Adapter)  for SAN (storage areanetwork) Attachment
	

	
	· (2) 72.8 GB SAS Hard drives in Raid 1
	

	
	 
	

	Computation node
	Blade system based:

· quad core xeon 2,6 Ghz 
	16

	
	· 4GB RAM
	

	
	· Gb Ethernet interface
	

	
	· Infiniband  interface
	

	
	· (2) 72.8 GB SAS Hard drives in Raid 1  


	


Three (3) nodes are used for Central Information Processing and storage purposes with the following specifications.
	Component
	Description
	Qty

	Database node


	·  quad core xeon 2,6 Ghz 
	3

	
	· 6GB RAM
	

	
	· Gb Ethernet interface
	

	
	· 4Gb Fiber HBA for SAN Attachment
	

	
	· (2) 146.8GB  SAS Harddrives  Raid1 
	


The storage system has the following configuration:
	Component
	Description
	Qty

	Tape library
	· 2 drives LTO3
	1

	
	· Dual 4Gb Attachment to fibre SAN switch
	

	
	· 10 TB scalable to 50 TB
	

	
	· Backup Software (server & agent) running on Linux with disaster recovery option.
	

	
	· License for 30 agents
	

	
	· LTO (tape format) tapes for 10 TB
	

	
	· 19-inch, industry-standard rack

	


	Storage system
	Scalable disk enclosure including:

· 1 TB of Fibre Channel disk
	1

	
	· 4 TB of SATA (serial ATA) disk


	

	
	· Dual 4 Gbps capable Fibre Channel interfaces
	

	
	· Upgradable up to 20 TB minimum
	

	
	· Management software (running on linux)
	

	
	· Dynamic Capacity Expansion
	

	
	· Dynamic Volume Expansion

· RAID level 0, 1, 3, 5 and 10 support
	


2.1.2     A dual quad core Dell Linux workstation is also used to run a smaller domain Weather Research and Forecast (WRF) Environmental Modelling System (EMS) model:  

· Linux operating system; Fedora core 6
· CPU 1.86 GHz

· 8 processors

2.2 Remote Sensing:

Puma (new)

· 3 Dell Optiplex 380 machines, PC 1 for data Reception (MSG, GTS Messages, Vegetation products from VGT4Africa etc)
· PC 2 and PC 3 for Data Processing and Visualization. Synergie software used for visualisation requires license.

AMESD eStation

· 3 Dell Optiplex 380 machines, PC 1 for data Reception (MSG, GTS Messages, Vegetation products from VGT4Africa etc)
· PC 2 (PS) and PC 3 (EMMA) for Data Processing and Visualization. Free software used.

DDS Receiver

· Receives MERIS satellite data

AMESD AFIS fire terminal
· 2 HP Compaq 6000 Pro machines, PC 1 for data Reception (MSG, GTS Messages, Vegetation products from VGT4Africa etc)
· PC 2 for Data Processing and Visualization. AFIS Terminal software used
2.3 Automatic Message Switching System (MSS):

       The AMSS consists of:

· Three Dell duo core workstations running on Fedora Core 8 Linux operating system, 2 GB memory, 2 X 160GB HD.

· One workstation acts as a server running the weatherman software.

· E-mail capability as a backup to the leased lines.

· Visible public IP address for external communication

· An automatic plotter.

2.4 Trivis Weather Graphics System:
Two HP Intel Xeon processor workstations run the Trivis weather graphics system on the Enterprise Linux RedHat operating system. One computer acts as backup to the other.
3.
Data and Products from GTS in use
· SYNOP
· TEMP 

· SHIP
· AMDAR
· AIREP
4.
Forecasting system

            The Forecasting system consists of the following:

	Model
	Grid-spacing
	Initial time
	Range
	Levels
	Boundary conditions

	HRM
	12 km
	00Z and 12Z
	72 hours
	61
	DWD

	WRF-EMS
	15 km
	00Z
	48 hours
	35
	NCEP-GFS

	*SA-UM12
	12 km
	00Z
	48 hours
	
	UKMO

	*GFS
	
	00Z and 12Z
	120 hours
	
	Global

	*ECMWF
	
	12Z
	120 hours
	
	Global


* These models are available as processed graphical products via the internet and through the Severe Weather Forecast Demonstration Project (SWFDP).
4.1
Forecast ranges
      4.1.1 Short range forecast
                   High resolution Regional Model (HRM)
      The Department runs the HRM model supplied by the Duetscher Wetterdienst (DWD)/ German weather centre on the linux cluster. The model runs operationally twice a day, at 00Z and 12Z to produce a 72-hour forecast. The domain of the regional model covers an area 100 W to 560 E and 1440 S to 00 N with 601 E-W by 401 S-N grid points at a grid spacing of 0.110 , that is about 12 km. See figure below.
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Weather Research and Forecasting – Environmental   Modelling System (WRF-EMS) 

The Department also runs the WRF-EMS on a smaller domain using the dual quad core Dell Linux workstation. The modelling system is supported by the United States-National Weather Service (US-NWS). The model runs with a grid spacing of 15 km over the following domain. (see figure below)
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      4.1.2 Medium range forecasts

                 European Centre for Medium range Weather Forecast (ECMWF) and Global Forecast System (GFS) graphical products are acquired through the internet and the SWFDP for use in medium range forecasts of up to 120 hrs.   
5.
Plans for the future 
5.1
Development of the GDPFS-NWP
5.1.1 Major changes in 2011
        No major changes on the GDPFS-NWP are planned.
5.2
Planned Activities in NWP
5.2.1 Implementation of the HRM model verification package and Upgrade of HRM
       The Department is looking into implementing an operational HRM model verification package. 
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 Links to centres that provide graphical forecasts :

http://www.weathersa.co.za/RSMC 
http://www.wxmaps.org 
http://www.metoffice.gov.uk/weather/africa/lam
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