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1. Summary of highlights
(1) The calculation procedure for the convective triggering scheme of the GSM was revised and an excessive limitation on cumulus mass flux from redundant vertical CFL condition was corrected on 10 January 2008 (see 4.2.2.2(1)).
(2) A new ensemble prediction system (EPS), the Typhoon EPS, became operational on 28 February 2008 (see 4.5.2.1(1)).
(3) A reduced Gaussian grid system was implemented in the GSM on 5 August 2008 to reduce the computational cost involved (see 4.2.1.1(1) and 4.2.2.1).
(4) Background errors of variational bias correction for satellite radiance data were revised on 27 August 2008 (see 4.2.1.2(1)).
(5) Direct assimilation of clear-sky radiances for water vapor channels from geostationary satellites (MTSAT-1R/IMAGER, GOES11/IMAGER, GOES12/IMAGER, METEOSAT7/MVIRI, METEOSAT9/SEVIRI) started on 27 August 2008 (see 4.2.1.2(2)).
(6) On 15 October 2008, improved quality control for microwave radiance was implemented, and the radiative transfer model was upgraded from RTTOV-7 to RTTOV-8. The RTTOV microwave ocean emissivity model was also upgraded (see 4.2.1.2(3)).
(7) The bias correction scheme for radiosonde observation was improved on 15 October 2008 (see 4.2.1.2(5)).
(8) Quality control thresholds for the conventional observing system were revised on 10 November 2008 (see 4.2.1.2(4)).
(9) The MSM’s microphysics and radiation scheme were upgraded for the main purpose of improving snow forecasts on 17 December 2008 (see 4.3.2.2(1) and (2)).
(10) The vertical resolution of one-month EPS was increased from 40 layers to 60, with the top level raised from 0.4 to 0.1 hPa, in March 2008 (see 4.6.1.1). 
(11) The global ocean data assimilation system was replaced with a new one (MOVE/MRI.COM-G) (see 4.5.1.1(1)).
(12) The El Niño prediction model was replaced with a new one (JMA/MRI-CGCM) (see 4.7.1.1(2)). 
(13) A LAF (Lagged Average Forecast) method was applied to the guidance for the probability of thunderstorms (see 4.3.4.1(1)).
2.
Equipment in use 
The computers used for numerical analysis and prediction by JMA were upgraded on 1 March 2006. These machines are located at the headquarters in central Tokyo and at the Office of Computer Systems Operations in Kiyose City, which is about 30 km west of the headquarters. The two sites are connected via a wide area network.  The major features of the computers are listed in Table 2-1.

Table 2-1  Major features of computers

     Supercomputers (Kiyose)
Hitachi SR11000/K1

Number of nodes
160 (80 nodes x 2 subsystems)

Processors
2,560 POWER5+ processors (16 per node)

Performance
10.75 TFlops per subsystem (134.4 GFlops per node)

Main memory
5.0 TB per subsystem (64 GB per node)

Attached storage*
Hitachi SANRISE 9585V (6.8 TB per subsystem)

Data transfer rate
8.0 GB/s (one way) 


16.0 GB/s (bi-directional) (between any two nodes)

Operating system
IBM AIX 5L Version 5.2
     UNIX Servers (Kiyose)
Hitachi EP8000/570

Number of nodes
3

Performance
85 SPECint rate 2,000 per node

Main memory
16 GB per node

Attached storage*
Hitachi SANRISE 9533V (1.4 TB)

Operating system
IBM AIX 5L Version 5.2



* Dedicated storage for supercomputers/servers

     Workstations (Kiyose)
Hitachi HA8000/130W

Number of nodes
18

Performance
18.2 SPECint rate 2,000 per node

Main memory
4.0 GB per node

Operating system
Red Hat Enterprise Linux ES release 3

     Storage Area Network (Kiyose)
Hitachi SANRISE 9585V

Total storage capacity
22.9 TB

     Automated Tape Library (Kiyose)
StorageTek PowderHorn 9310

Total storage capacity
0.9 PB

Tape drives
StorageTek 9940B (6 drives)

     Workstations (HQ)

Hitachi HA8000/130W

Number of nodes
11

Performance
10.7 SPECint rate 2,000 per node

Main memory
1.0 GB per node

Operating system
Red Hat Enterprise Linux ES release 3

    Network Attached Storage

Total storage capacity
3.0 TB (HQ) + 21.0 TB (Kiyose)

    Wide Area Network (between HQ and Kiyose)

Network bandwidth
200 Mbps (two independent 100-Mbps WANs)
3.
Data and Products from GTS in use

3.1 
Observation
A summary of data received through the GTS and other sources and processed at JMA is given in Table 3-1.

Table 3-1  Number of observation reports in use

SYNOP/SHIP
63,000/day
BUOY
29,000/day
TEMP-A/PILOT-A
1,700/day

TEMP-B/PILOT-B
1,600/day

TEMP-C/PILOT-C
1,000/day

TEMP-D/PILOT-D
1,100/day
AIREP/AMDAR
220,000/day
PROFILER
2,000/day

AIRS/AMSU
106,000/day

AQUA/AMSR-E
10,148,000/day

ATOVS
85,000/day

NOAA/AMSU-A
970,000/day

NOAA/AMSU-B
8,750,000/day

NOAA/MHS
2,915,000/day

Metop/AMSU-A
302,000/day

Metop/MHS
2,710,000/day

MTSAT/CSR                122,000/day

METEOSAT/CSR         1,170,000/day

GOES/CSR                  1,207,000/day

SATOB (WIND)
2,120,000/day

SSMI
1,390,000/day
SSMIS                          8,400,000/day

QSCAT
846,000/day

TRMM/TMI
3,710,000/day

3.2 
Forecast products
GPV products of the global prediction model from ECMWF, NCEP, UKMO, BOM, CMS, DWD and KMA are used for internal reference and monitoring. The products of ECMWF and BOM are received via the GTS, and the other products are received via the Internet.

4.
Forecasting system
4.1
System run schedule and forecast ranges
Table 4.1-1 summarizes the system run schedule and forecast ranges.

   Table 4.1-1  Schedule of the analysis and forecast system
	Model
	Initial time

(UTC)
	Run schedule

(UTC)
	Forecast

range (hours)

	Global Analysis/Forecast
	00 

06

12

18
	0225–0330

0825–0930
1425–1530, 1715–1755
2025–2130
	84

84

216

84

	Mesoscale

Analysis/Forecast
	00

03

06

09

12

15

18

21
	0055–0140

0355–0500

0655–0740

0955–1100

1255–1340

1555–1700

1855–1940

2155–2300
	15

33

15

33

15

33

15

33

	Typhoon Ensemble

Forecast
	00

06

12

18
	0300–0400

0900–1000

1500–1600

2100–2200
	132

132

132

132

	Ocean Wave

Forecast
	00
06

12
18
	0330–0350

0930–0950

1530–1550, 1840–1845
2130–2150
	84

84

216
84

	Storm Surge

Forecast
	00
03

06
09

12
15

18
21
	0155–0210

0505–0515

0755–0810

1105–1115
1355–1410

1705–1715
1955–2010

2305–2315
	30

33

30

33
30

33

30

33

	Medium-range Ensemble Forecast
	12
	1530–1840
	216 


4.2
Medium range forecasting system (4–10 days)

4.2.1
Data assimilation, objective analysis and initialization
4.2.1.1
In operation
(1) Global analysis

A four-dimensional variational (4D-VAR) data assimilation method is employed in analysis of the atmospheric state for the JMA Global Spectral Model (GSM).  The control variables are relative vorticity, unbalanced divergence, unbalanced temperature, unbalanced surface pressure and the natural logarithm of specific humidity. In order to improve computational efficiency, an incremental method is adopted in which the analysis increment is evaluated first at a lower horizontal resolution (T159) and is then interpolated and added to the first-guess field at the original resolution (TL959).
Global analysis is performed at 00, 06, 12 and 18 UTC. An early analysis with a short cut-off time is performed to prepare initial conditions for operational forecasting, and a cycle analysis with a long cut-off time is performed to maintain the quality of the global data assimilation system.
The specifications of the atmospheric analysis schemes are listed in Table 4.2.1-1.
A reduced Gaussian grid system was implemented for global analysis in August 2008.
The global land surface analysis system has been in operation since March 2000 to provide the initial conditions of land surface parameters for the GSM. The system includes daily global snow depth analysis, described in Table 4.2.1-2, to obtain appropriate initial conditions for snow coverage and depth.  

   Table 4.2.1-1  Specifications of global analysis

    
Cut-off time

2.33 hours for early-run analysis at 00, 06, 12 and 18 UTC

11.58 hours for cycle-run analysis at 00 and 12 UTC

5.58 hours for cycle-run analysis at 06 and 18 UTC

   
Initial guess

6-hour forecast by the GSM

   
Grid form, resolution and number of grids

Reduced Gaussian grid, roughly equivalent to 0.1875˚
   
Levels

60 forecast model levels up to 0.1 hPa + surface

   
Analysis variables

 Wind, surface pressure, specific humidity and temperature

   
Data used

SYNOP, SHIP, BUOY, TEMP, PILOT, Wind Profiler, AIREP, NOAA/ATOVS radiances, Metop/ATOVS radiances, Aqua/AMSU-A radiances, atmospheric motion vectors (AMVs) from MTSAT-1R, GOES, METEOSAT, MODIS polar AMVs, SeaWinds, Microwave imager radiometer radiances (AMSR-E, TMI, SSM/I), Australian PAOB and clear sky radiances from the water vapor channels (WV-CSRs) of five geostationary satellites (MTSAT-1R, GOES-11 and 12, and Meteosat-7 and 9)
   Table 4.2.1-2  Specifications of snow depth analysis

Methodology
Two-dimensional Optimal Interpolation scheme

Domain and grids
Global, 1˚ x 1˚ equal latitude-longitude grids

First guess
USAF/ETAC Global Snow Depth climatology (Foster and Davy, 1988)

Data used
SYNOP snow depth data
Frequency
Daily
(2) Typhoon bogussing in global analysis
For typhoon forecasts over the western North Pacific, typhoon bogus data are generated to represent typhoon structures accurately in the initial field of forecast models. These data consist of information on artificial sea-surface pressure, temperature and wind data around a typhoon. The structure is axi-asymmetric. First, symmetric bogus data are generated automatically based on the central pressure and 30-kt wind speed radius of the typhoon.  Axi-asymmetric bogus data are then generated by retrieving asymmetric components from the first-guess field. Finally, these bogus profiles are used as pseudo-observation data for global and mesoscale analysis.

4.2.1.2
Research performed in this field

(1) Variational bias correction scheme

JMA has used a variational bias correction scheme (VarBC) operationally to correct biases of satellite radiance data in the JMA 4D-Var global data assimilation system (4D-Var-GDAS) since May 2006 (Sato, 2006). The background error covariance matrix (BECM) for VarBC strongly constrains the behavior of bias correction coefficients, and consequently has a large effect on the accuracy of analysis and forecasting. JMA introduced a new BECM for VarBC into the 4D-Var-GDAS in August 2008. The standard deviations of the new BECM are about ten times as large as those of the old BECM; accordingly, VarBC with the new BECM (VarBC_new) represents a more adaptive bias correction scheme than that under the old BECM (VarBC_old). The introduction of VarBC_new to 4D-Var-GDAS results in an explicit and statistically significant reduction in analysis and forecasting errors for most areas, levels and variables (Ishibashi, 2009a). (T. Ishibashi)

(2) Assimilation of WV-CSRs from five geostationary satellites 
JMA has used clear sky radiances from the water vapor channels (WV-CSRs) of five geostationary satellites (MTSAT-1R, GOES-11 and 12, and Meteosat-7 and 9) since August 2008 in the JMA 4D-Var-GDAS. Adding WV-CSRs from these geostationary satellites reduced the dry bias of analysis and first guess with respect to radiosondes in the mid-troposphere of the summer hemisphere. The root mean square errors of forecasts were significantly reduced by assimilating WV-CSRs for several variables and levels (Ishibashi, 2009b). (T. Ishibashi)

(3) Quality control for satellite radiance data

Improved quality control for cloud contamination removal and bias correction of microwave radiance data (AMSR-E, SSM/I and TMI) were introduced, and the radiative transfer model for satellite radiance data assimilation was upgraded from RTTOV-7 to RTTOV-8 in October 2008. 
The microwave ocean emissivity model of RTTOV was also upgraded from FASTEM-2 to FASTEM-3. Improvement of 850-hPa temperature forecasts in the tropics and RMSE reductions in 500-hPa geopotential height forecasts were confirmed using improved quality control. (M. Kazumori, 2009a)

(4) Update to the quality control thresholds of the conventional observing system for global data assimilation

The set of thresholds used in the quality control (QC) procedure (named Dynamic-QC; see Onogi, 1998) for global data assimilation was updated on 10 November 2008. This update improves the performance of operational global forecasting by the Global Spectral Model (GSM). Since the results of QC are also utilized for global/regional (Region-II) surface and upper-air observation monitoring by JMA, the thresholds were carefully modified so that the QC results for each observed quantity would be consistent with the previous results in their rejection rates. (M. Sakamoto)

(5) Radiosonde bias correction of global analysis

Radiosonde observation reports from some regions or stations have obvious biases in temperature, and radiosonde bias correction is applied to compensate such data. The correction method has now been revised to enable more accurate selection of biased stations. Monthly departure statistics of temperature are taken for identification of the stations to be corrected; previously, these statistics were based on geopotential heights. The amount of correction is defined in proportion to the values obtained. (Y. Kosaka)

(6) Use of SSMIS imager radiance data

The impact of SSMIS imager radiance data on board DMSP-F16 and F17 was examined using the operational global 4D-Var analysis system. The assimilated channels were 19V, 22V, 37V and 92V. The RTTOV-9 radiative transfer model was employed for radiance calculation. The data were found to provide a positive impact on the analysis fields for 850-hPa temperature and water vapor. (T. Egawa)

(7) Upgrade of the radiative transfer model for satellite radiance data assimilation

The impact of introducing RTTOV-9 into the JMA global 4D-Var data assimilation system was investigated. Updating of the vertical interpolation method for atmospheric profiles from a user-defined level to RTTOV pre-defined levels enables better mapping of computed temperature and moisture Jacobians on JMA Global Forecast Model layers. Additionally, improper variation of the Zeeman effect with the strength of the earth's magnetic field for the AMSU-A upper-stratosphere channels was removed in RTTOV-9. The introduction of RTTOV-9 into the JMA system resulted in a significant improvement in stratospheric temperature analysis and forecasting. Based on these findings, RTTOV-9 is scheduled for implementation in the JMA operational system in March 2009. (M. Kazumori, 2009b)

(8) Addition of new satellite data

The impact on analysis and forecasting resulting from the use of pre-processed DMSP-F16 SSMIS radiance data was studied in JMA’s low-resolution global 4D-Var data assimilation system. The qualities of the pre-processed lower atmospheric temperature sounding channels of the SSMIS were comparable with those of AMSU-A onboard Metop and NOAA satellites. The assimilation experiments demonstrated a significant forecast accuracy improvement in terms of anomaly correlation at 500-hPa geopotential height in the Southern Hemisphere when the data were added to the full operational observation data set. Based on these results, high-resolution assimilation experiments are planned toward the use of the data in JMA’s operational system. (M. Kazumori, 2009c)

(9) Modification of typhoon bogussing

Typhoon bogus data are generated for the area over the western North Pacific and assimilated to represent accurate typhoon structure in the initial field of the forecast model, as described in 4.2.1.1(2).
As the spatial distribution of the bogus data can be defined somewhat arbitrarily, an alternative distribution was tested to reflect typhoon analysis information more accurately in these data.
Typhoon bogus data near the typhoon center (TC) are assumed to have a higher quality than those located away from it because the typhoon’s central pressure and position are based on actual observation, while its structure is simply assumed from a certain model of a typical typhoon. Accordingly, the revised distribution puts more data near the TC and fewer data away from it. A test of this revised distribution showed that typhoon track forecast errors were reduced considerably. (Y. Kosaka)

(10) An observing system experiment on the special observations of T-PARC

A special observation experiment for three typhoons (Nuri, Sinlaku and Jangmi) that occurred in the summer of 2008 was performed as part of the THORPEX Pacific Asian Regional Campaign (T-PARC) at JMA (T-PARC 2008). The purpose of the project was to examine the effectiveness of the next-generation forecast technology known as the interactive forecast system.

In order to evaluate the importance of the special observational data, typhoon-track and intensity forecast experiments for Sinlaku and Jangmi were performed using the operational NWP system at JMA. In many cases, a positive impact was found on typhoon-track and intensity forecasts using the special observations. (K. Yamashita)

(11) Development of 4D-Var with a semi-Lagrangian scheme

A revised 4D-Var data assimilation system using a two-time-level semi-Lagrangian advection scheme and a reduced Gaussian grid has been developed. Most of the physical processes involved have been ported from the operational 4D-Var to the revised version. Some forecast-analysis cycle experiments have been performed using a low-resolution setting. Further research will be required to introduce it in the operational system. (T. Kadowaki)
(12) Development of LETKF
The experimental data assimilation system with a Local Ensemble Transform Kalman Filter (LETKF) has been updated to use the current version of the JMA Global Spectral Model (GSM) at TL319L60 with a reduced Gaussian grid, which will be used in the operational ensemble prediction system (EPS) at JMA. We plan to conduct a data assimilation experiment with the LETKF system and compare the results with the operational EPS and 4D-Var system. (Y. Ohta)
4.2.2
Model
4.2.2.1
In operation

The specifications of the operational Global Spectral Model (GSM0808; TL959L60) are summarized in Table 4.2.2-1.  
JMA runs the GSM four times a day (at 00, 06 and 18 UTC with a forecast time of 84 hours, and at 12 UTC with a forecast time of 216 hours).
A reduced Gaussian grid system was implemented in the GSM in August 2008 to reduce the computational cost involved.

   Table 4.2.2-1  Specifications of the Global Spectral Model for 9-day forecasts

Basic equations
Primitive equations
Independent variables
Latitude, longitude, sigma-pressure hybrid coordinates, time

Dependent variables
Surface pressure, winds (zonal, meridional), temperature, specific humidity, cloud water content

Numerical technique
Spectral (spherical harmonic basis functions) in horizontal, finite differences in vertical

Two-time-level, semi-Lagrangian, semi-implicit time integration scheme


Hydrostatic approximation

Integration domain
Global in horizontal, surface to 0.1 hPa in vertical

Horizontal resolution
Spectral triangular 959 (TL959), reduced Gaussian grid system, roughly equivalent to 0.1875˚ x 0.1875˚ lat-lon

Vertical resolution
60 unevenly spaced hybrid levels

Time step
10 minutes

Orography
GTOPO30 dataset, spectrally truncated and smoothed

Gravity wave drag
Longwave scheme (wavelengths > 100 km) mainly for stratosphere


Shortwave scheme (wavelengths of approximately 10 km) only for troposphere
Horizontal diffusion
Linear, fourth-order

Vertical diffusion
Stability (Richardson number) dependent, local formulation

Planetary boundary layer
Mellor and Yamada level-2 turbulence closure scheme


Similarity theory in bulk formulae for surface layer

Treatment of sea surface
Climatological sea surface temperature with daily analyzed anomaly

Climatological sea-ice concentration with daily analyzed anomaly

Land surface and soil
Simple Biosphere (SiB) model

Radiation
Two-stream with delta-Eddington approximation for shortwave (hourly)


Table look-up and k-distribution methods for longwave (every three hours)

Convection
Prognostic Arakawa-Schubert cumulus parameterization

Cloud
Prognostic cloud water, cloud cover diagnosed from moisture and cloud water
4.2.2.2
Research performed in this field
(1) Development of the cumulus parameterization scheme in the Global Spectral Model

A revision of the convection triggering mechanism and the removal of excessive limitation on cumulus upward mass flux were implemented in the operational GSM in January 2008, resulting in the improvement of precipitation and typhoon position forecasting.

To provide a basis for further improvement of the vertical profiles for temperature and humidity, an independently developed shallow convection scheme was combined with the current deep convection scheme along with the revision of convection triggering. The first results of preliminary tests using the GSM were promising. (T. Komori)

(2) Improvement of parameters for water vapor absorption

JMA plans to revise the absorption coefficients of water vapor for the shortwave radiation calculation of the GSM.  The revision includes consideration of many currently missing weak absorption lines based on Collins et al. (2006), and is expected to improve the model radiative heating in the lower troposphere.  Further tests and evaluation will be required to confirm forecasting performance. (S. Murai)

(3) Development of the turbulent mixing scheme

The current turbulent mixing scheme of the GSM lacks consideration of countergradient vertical flux caused by large eddies. It has another flaw in that the lower limitation for vertical diffusion is too large. Due to these weaknesses, following problems occur:

  1)  Insufficient low-level clouds

  2)  Slowness of boundary layer growth

  3)  Inland heating bias in winter
To solve these problems, JMA is in the process of introducing a non-local boundary layer scheme (Troen and Mahrt, 1986) and a new lower limitation for vertical diffusion. In trial runs with this scheme, more low-level clouds are produced and the surface boundary layer grows faster than with the current scheme. However, a cooling bias appears in the troposphere. Further investigation will be required, especially for interaction with other physical processes. (T. Nakamura)

(4) Coupling of an ocean mixed-layer model

In order to improve the prediction of tropical cyclone intensity, a one-dimensional ocean model was developed to be coupled with the JMA-GSM.  This model is based on Gasper et al. (1990), and has 40 vertical layers ranging from the sea surface to a depth of 9,000 m.  The impact of coupling with the mixed-layer model was investigated, and the results for some tropical cyclone cases suggested that it modifies the prediction of cyclone intensity by consuming heat energy from the ocean. (M. Higaki)
(5) Power spectra of kinetic energy and temperature
Power spectrum calculations were performed to study the effects of horizontal diffusion on forecasting using TL319L60 and Tl959L60, and it was found that no apparent spectral blocking occurred even when horizontal diffusion was not included. The power spectra of kinetic energy reproduced by forecasting (9 days or longer) and by analysis (4D-VAR) both approximately obeyed the -3 power law in the synoptic and shorter wavelength range. They did not follow the -5/3 power law for wavelengths of under 400 km, indicating insufficient kinetic energy in these mesoscale ranges.
In the upper troposphere and stratosphere, the kinetic energy in the forecast weakens remarkably on a relatively short time scale up to several days in the course of forecast relatively widely on smaller scales than on the synoptic scales, which is not relevant to horizontal diffusion. 
In addition to improving the model’s horizontal resolution to overcome the lack of the -5/3 power law, JMA also plans to study the effects of computational dissipation caused by Lagrangian interpolation errors to improve the representation of smaller scales of phenomena. (K. Tamiya)
(6) Stability of the vertically conservative semi-Lagrangian scheme
The unstable behavior with some longer time-step intervals of the vertically conservative semi-Lagrangian scheme adopted in the GSM was investigated. The remedy implemented for the model’s stability was confirmed to have a mathematically reasonable basis. It was also shown that instability in vertical flux calculation is closely connected to the scheme of horizontal upstream calculation. JMA plans to study the construction of a mathematical basis for the vertically conservative semi-Lagrangian scheme to improve accuracy and potential stability. (K. Tamiya)
4.2.3
Operationally available NWP products

The following model output products from the GSM are disseminated through JMA’s radio facsimile broadcast (JMH), GTS, the RSMC Tokyo Data Serving System (RSMC DSS) and the WMO Distributed Databases project server (DDB).

   Table 4.2.3-1 List of facsimile charts transmitted through the GTS and JMH
Symbols: Z: geopotential height; Zan: geopotential height anomaly to climatology; ζ: vorticity; T: temperature; D: dewpoint depression; ω: vertical velocity; W: wind speed by isotach; A: wind arrows; P: sea level pressure; R: rainfall

	Model
	Area
	Content and level
	Forecast hours
	Initial time
	Availa​bility

	GSM
	Far East
	500 hPa (Z, ζ)
	Analysis
	00/12 UTC
	GTS

	
	
	
	24, 36
	00/12 UTC
	GTS/JMH

	
	
	500 hPa (T), 700 hPa (D)
	24, 36
	00/12 UTC
	GTS/JMH

	
	
	700 hPa (ω), 850 hPa (T, A)
	Analysis
	00/12 UTC
	GTS

	
	
	
	24, 36
	00/12 UTC
	GTS/JMH

	
	
	Surface (P, R, A)
	24, 36
	00/12 UTC
	GTS/JMH

	
	East Asia
	300 hPa (Z, T, W, A)
	Analysis
	00 UTC
	GTS

	
	
	500 hPa (Z, T, A)
	Analysis
	00/12 UTC
	GTS/JMH

	
	
	500 hPa (Z, ζ)
	48, 72
	00/12 UTC
	GTS

	
	
	700 hPa (Z, T, D, A)
	Analysis
	00/12 UTC
	GTS

	
	
	700 hPa (ω), 850 hPa (T, A)
	48, 72
	12 UTC
	GTS

	
	
	850 hPa (Z, T, D, A)
	Analysis
	00/12 UTC
	GTS/JMH

	
	
	Surface (P, R)
	24, 48, 72
	00/12 UTC
	GTS/JMH

	
	
	
	96, 120
	12 UTC
	JMH

	
	Asia
	500 hPa (Z, ζ)
	96, 120, 144, 168, 192
	12 UTC
	GTS

	
	
	850 hPa (T), surface (P)
	
	
	

	
	Asia Pacific
	200 hPa (Z, T, W), tropopause (Z)
	Analysis
	00/12 UTC
	GTS

	
	
	250 hPa (Z, T, W)
	Analysis, 24
	00/12 UTC
	

	
	
	500 hPa (Z, T, W)
	
	00/12 UTC
	

	
	Northern Hemisphere
	500 hPa (Z, T)
	Analysis
	12 UTC
	GTS

	
	Northwest 

Pacific
	200 hPa (streamline)
	Analysis, 24, 48
	00/12 UTC
	GTS

	
	
	850 hPa (streamline)
	
	00/12 UTC
	

	
	
	500 hPa (Z, zan)
	
	
	


Table 4.2.3-2 List of GPV products (GRIB2) transmitted through RSMC DSS
Symbols: Z: geopotential height; U: eastward wind; V: northward wind; 
T: temperature; H: relative humidity; ω: vertical velocity; ζ: vorticity; ψ: stream function; 
χ: velocity potential; P: pressure; R: rainfall; C: cloud cover 
The prefixes a, h, m, l, s and msl represent entire atmosphere, high cloud layer, middle cloud layer, low cloud layer, surface and mean sea level, respectively.
	Model
	GSM

	Destination
	RSMC

	Area and resolution
	Whole globe

0.25° × 0.25° (surface)

0.5° × 0.5° (isobar level)
	Region II

0.25° × 0.25° (surface)

0.5° × 0.5° (isobar level)

	Levels
	10 hPa, 20 hPa, 30 hPa, 50 hPa, 70 hPa, 100 hPa, 150 hPa, 200 hPa, 250 hPa, 300 hPa, 400 hPa, 500 hPa, 600 hPa, 700 hPa, 800 hPa, 850 hPa, 900 hPa, 925 hPa, 950 hPa, 975 hPa, 1,000 hPa, surface

	Elements
	Surface: U, V, T, H, Ps, Pmsl R, Ca, Ch, Cm, Cl

200 hPa: U, V, T, H, Z, ω, ψ, χ
500 hPa: U, V, T, H, Z, ω, ζ
850 hPa: U, V, T, H, Z, ω, ψ, χ
Other levels: U, V, T, H, Z, ω

	Forecast hours
	0–84 every 3 hours,

90–216 every 6 hours (12 UTC)

	Initial times
	00 UTC, 06 UTC, 12 UTC, 18 UTC


   Table 4.2.3-3 List of GPV products (GRIB) transmitted through the GTS, RSMC DSS and DDB
Symbols: Z: geopotential height; U: eastward wind; V: northward wind; T: temperature; D: dewpoint depression; H: relative humidity; ω: vertical velocity; ζ: vorticity; ψ: stream function; χ: velocity potential; P: sea level pressure; R: rainfall
The prefixes µ and σ represent the average and standard deviations of ensemble prediction results, respectively. The symbols °, *, ¶, §, ‡ and † indicate limitations on forecast hours or initial times as shown in the notes below.

	Model
	GSM
	GSM
	GSM

	Destination
	RSMC
	GTS, RSMC, DDB
	GTS, RSMC, DDB

	Area and resolution
	Whole globe, 1.25° × 1.25°
	20°S–60°N, 60°E–160°W

1.25° × 1.25°
	Whole globe, 2.5° × 2.5°

	Levels and elements
	10 hPa: Z, U, V, T

20 hPa: Z, U, V, T

30 hPa: Z, U, V, T

50 hPa: Z, U, V, T

70 hPa: Z, U, V, T

100 hPa: Z, U, V, T

150 hPa: Z, U, V, T

200 hPa: Z, U, V, T, ψ, χ
250 hPa: Z, U, V, T

300 hPa: Z, U, V, T, H, ω

400 hPa: Z, U, V, T, H, ω

500 hPa: Z, U, V, T, H, ω, ζ

600 hPa: Z, U, V, T, H, ω

700 hPa: Z, U, V, T, H, ω

850 hPa: Z, U, V, T, H, ω, ψ, χ

925 hPa: Z, U, V, T, H, ω

1,000 hPa: Z, U, V, T, H, ω

Surface: P, U, V, T, H, R†
	10 hPa: Z, U, V, T

20 hPa: Z, U, V, T

30 hPa: Z, U, V, T

50 hPa: Z, U, V, T

70 hPa: Z, U, V, T

100 hPa: Z, U, V, T

150 hPa: Z, U, V, T

200 hPa: Z§, U§, V§, T§, ψ, χ

250 hPa: Z, U, V, T

300 hPa: Z, U, V, T, D

400 hPa: Z, U, V, T, D

500 hPa: Z§, U§, V§, T§, D§, ζ

700 hPa: Z§, U§, V§, T§, D§, ω

850 hPa: Z§, U§, V§, T§, D§, ω, ψ, χ

925 hPa: Z, U, V, T, D, ω

1,000 hPa: Z, U, V, T, D

Surface: P¶, U¶, V¶, T¶, D¶, R¶
	10 hPa: Z*, U*, V*, T*

20 hPa: Z*, U*, V*, T*

30 hPa: Z°, U°, V°, T°

50 hPa: Z°, U°, V°, T°

70 hPa: Z°, U°, V°, T°

100 hPa: Z°, U°, V°, T°

150 hPa: Z*, U*, V*, T*

200 hPa: Z, U, V, T

250 hPa: Z°, U°, V°, T°

300 hPa: Z, U, V, T, D*‡

400 hPa: Z*, U*, V*, T*, D*‡

500 hPa: Z, U, V, T, D*‡

700 hPa: Z, U, V, T, D

850 hPa: Z, U, V, T, D

1,000 hPa: Z, U*, V*, T*, D*‡

Surface: P, U, V, T, D‡, R†

	Forecast hours
	0–84 every 6 hours and

96–192 every 12 hours

† Except analysis
	0–84 every 6 hours

§ Additional 96–192 every 24 hours for 12 UTC

¶ 0–192 every 6 hours
	0–72 every 24 hours and 96–192 every 24 hours for 12 UTC

° 0–120 for 12 UTC

† Except analysis

* Analysis only

	Initial times
	00 UTC, 06 UTC, 18 UTC, 12 UTC
	00 UTC, 06 UTC, 18 UTC, 12 UTC
	00 UTC, 12 UTC

‡ 00 UTC only


	Model
	GSM

	Destination
	RSMC

	Area and resolution
	20°S–60°N, 80°S–160°W 

2.5° × 2.5°

	Levels and elements
	100 hPa: Z, U, V, T

150 hPa: Z, U, V, T

200 hPa: Z, U, V, T

250 hPa: Z, U, V, T

300 hPa: Z, U, V, T

500 hPa: Z, U, V, T, D, ζ
700 hPa: Z, U, V, T, D, ω
850 hPa: Z, U, V, T, D, ω

Surface: P, U, V, T, D, R



	Forecast hours
	0–36 every 6 hours,

48, 60, 72

	Initial times
	00 UTC and 12 UTC


4.2.4
Operational techniques for application of NWP products

(1) Forecast guidance

The application techniques for both the medium- and short-range forecasting systems are described in 4.3.4.1(1). 
4.2.5
Ensemble Prediction System (EPS)
4.2.5.1
In operation
JMA operates the One-week EPS once a day at 12 UTC up to nine days ahead. The specifications of this EPS are shown in Table 4.2.5-1. It is composed of one control forecast and fifty perturbed forecasts. Initial perturbations are generated by the singular vector (SV) method (Buizza and Palmer, 1995). The tangent linear and adjoint model used for SVs calculation are the same as those used in the four-dimensional variational data assimilation system for the JMA-GSM. The moist total energy norm (Ehrendorfer, 1999) is employed for the metrics of perturbation growth. The forecast model used in the One-week EPS is a low-resolution version of the GSM (see 4.2.2.1).
   Table 4.2.5-1 Specifications of One-week EPS

	Horizontal resolution, grid size
	Spectral triangular truncation 319 with linear grid (TL319), Gaussian grid system, roughly equivalent to 0.5625˚ x 0.5625˚ in latitude and longitude

	Vertical resolution (model top)
	60 levels (0.1 hPa)

	Forecast range (initial time)
	216 hours (12 UTC)

	Time step
	1,200 seconds

	Initial field
	Truncated analysis field of TL959 into TL319

	Ensemble size
	51 members (50 perturbed forecasts and 1 control forecast)

	Perturbation generation method
	Singular vector method

	Perturbation
	Inner-model resolution
	Spectral triangular truncation 63 (T63), 40 levels

	
	Norm
	Moist total energy

	
	Targeted area
	Northern Hemisphere 

(30°N–90°N)
	Tropics
(20°S–30°N)

	
	Physical process
	*Simplified physics 
	**Full physics 

	
	Optimization time
	48 hours
	24 hours

	
	Evolved SV
	Used
	Used

	
	Number of perturbations
	25 members
	25 members


*Simplified physics: initialization, horizontal diffusion, surface turbulent diffusion and vertical turbulent diffusion

**Full physics: in addition to the simplified physics processes, gravity wave drag, long-wave radiation, clouds and large convection and cumulus convection

4.2.5.2
Research performed in this field

(1) A reduced Gaussian grid system will be implemented in the GSM for the One-week EPS in 2009 to reduce the computational cost involved.
(2) Introduction of stochastic physics
The current JMA One-week EPS has a problem whereby the ensemble spread in summer is notably smaller than the root mean square error of the ensemble mean forecast later in the medium range. JMA therefore plans to introduce stochastic physics to deal with the effects of model uncertainties (R. Buizza, 1999). In this technique, a random perturbation is added to the physical tendencies at each time step. (H. Yonehara)
4.2.5.3
Operationally available EPS products

See 4.2.3.

4.3
Short-range forecasting system (0–72 hrs) 

4.3.1
Data assimilation, objective analysis and initialization

4.3.1.1
In operation

 (1) Mesoscale analysis

The specifications of the mesoscale analysis schemes are listed in Table 4.3.1-1.

A four-dimensional variational (4D-VAR) data assimilation method has been employed since 19 March 2002 to analyze the atmospheric state for the JMA Meso-Scale Model (MSM) with a six-hour assimilation window. Radar-Raingauge Analyzed Precipitation data are used for assimilation in addition to conventional data. The control variables are surface pressure, temperature, unbalanced wind and specific humidity. In order to improve computational efficiency, an incremental method is adopted in which the analysis increment is evaluated at a lower horizontal resolution (20 km) and is then interpolated and added to the first-guess field at the original resolution (10 km).
   Table 4.3.1-1  Specifications of mesoscale analysis

    Cut-off time

50 minutes for analyses at 00, 03, 06, 09, 12, 15, 18 and 21 UTC

    Initial guess

6-hour forecast by the MSM

    Grid form, resolution and number of grids

Lambert projection, 10 km at 60°N and 30°N, 361 x 289, 

grid point (1, 1) is at the north-west corner and (245, 205) is at 140°E, 30°N
    Levels
40 forecast model levels up to 10 hPa + surface

    Analysis variables

Wind, surface pressure, specific humidity and temperature

  Data used

SYNOP, SHIP, BUOY, TEMP, PILOT, Wind Profiler, Doppler radar (radial velocity), AIREP, ATOVS SATEM, ATOVS BUFR, AMVs from MTSAT-1R, SeaWinds, Microwave imager radiometer retrievals (AMSR-E, TMI and SSM/I) and radar-raingauge analyzed precipitation

(2) Typhoon bogussing of the mesoscale analysis
The same method is employed as in the global analysis (see 4.2.1.1(2)).

4.3.1.2
Research performed in this field
(1) Use of ground-based GPS Zenith Total Delay
Zenith Total Delay (ZTD) data obtained from the nationwide GPS (Global Positioning System) network over Japan (operated by the Geographical Survey Institute (GSI)) were assimilated into mesoscale 4D-Var on a trial basis. Several forecasts were made using the mesoscale model starting from analysis with GPS-ZTD, and were compared with those without GPS-ZTD. A remarkable improvement in rainfall forecasting was seen in several cases. Statistical scoring also showed a positive impact from GPS-ZTD for rainfall forecasting. (Y. Ishikawa)

(2) Refinement of the JMA-NHM-based variational data assimilation system

We reported last year that a one-month experiment using the JMA-NHM-based variational data assimilation system (JNoVA) revealed a deterioration in the forecast score for weak rain in summer (Honda and Sawada, 2008). To address this problem, JNoVA has been modified since last year. The major modifications are as follows: (1) upgrade of the outer model and enhancement of its vertical resolution, (2) replacement of the convective scheme from the moist adjustment scheme to the Kain-Fritsch scheme, and (3) elimination of a serious bug in the handling of precipitation observation. 

After applying these modifications, JNoVA outperforms the operational mesoscale 4D-Var, especially in quantitative precipitation forecasting. Accordingly, we plan to start JNoVA operation in April 2009 (Honda and Sawada, 2009). (Y. Honda and K. Sawada)

4.3.2
Model
4.3.2.1
In operation

(1) Meso-Scale Model (MSM)

JMA has operated the Meso-Scale Model (MSM) since March 2001. Its main roles are disaster prevention and aviation forecasting, and the Agency has provided 15- or 33-hour forecasts every 3 hours (i.e., 8 times a day) since May 2007. A non-hydrostatic model (JMA-NHM) was adopted as the MSM in September 2004. The model’s specifications are listed in Table 4.3.2-1. 

In December 2008, the microphysics and radiation scheme were upgraded for the main purpose of improving snow forecasts.
   Table 4.3.2-1 Specifications of the Meso-Scale Model (MSM)
Basic equations
Fully compressible non-hydrostatic equations
Independent variables
Latitude, longitude, terrain-following height coordinates, time

Dependent variables
Momentum components in three dimensions, potential tempera​ture, pressure, mixing ratios of water vapor, cloud water, cloud ice, rain, snow and graupel, number concentration of cloud ice

Numerical technique
Finite discretization on Arakawa-C-type staggered coordinates, horizontally explicit and vertically implicit time integration scheme, fourth-order horizontal finite differencing in flux form with modified advection treatment for monotonicity

Projection and grid size
Lambert projection, 5 km at 60°N and 30°N

Integration domain
Japan, 721 x 577 grid points

Vertical levels
50 (surface to 21.8 km)

Forecast time
15 hours from 00, 06, 12, 18 UTC

33 hours from 03, 09, 15, 21 UTC
Forecast phenomena
Severe weather

Initial fields
4D-VAR analysis with mixing ratios of cloud water, cloud ice, rain, snow and graupel derived from preceding forecasts considering consistency with the analysis field of relative humidity

The MSM runs three hours before the initial time for spin-up.

Lateral boundary
00–36 hour forecast by the GSM initialized at 00/06/12/18 UTC for (03, 06)/(09, 12)/(15, 18)/(21, 00) UTC forecast

Orography
Mean orography smoothed to eliminate shortest-wave components

Horizontal diffusion
Linear, fourth-order Laplacian + nonlinear damper


Targeted moisture diffusion applied to grid points where excessive updrafts appear

Moist processes
Three-ice bulk cloud microphysics + Kain-Fritsch convection scheme


Lagrangian treatment for rain and graupel precipitation

Radiation (short-wave)
Two-stream with delta-Eddington approximation (every 15 minutes)

Radiation (long-wave)
Table look-up and k-distribution methods (every 15 minutes)

Cloud
Cloud water and cloud cover diagnosed using the partial condensation scheme
Gravity wave drag
No parameterization scheme included

PBL
Improved Mellor-Yamada Level 3 scheme


Similarity theory adopted for the surface boundary layer

Land surface
Ground temperature predicted using a four-layer ground model


Evaporability depends on location and season.

Surface state
Observed SST (fixed during time integration) and sea-ice distribution


Climatological values of evaporability, roughness length and albedo


Snow cover over Japan analyzed daily

4.3.2.2
Research performed in this field

(1) Upgrade of the radiation process in the JMA Meso-Scale Model

In response to several issues regarding the radiation process, the three modifications outlined here were found to be effective for forecast improvement and were implemented in the JMA operational Meso-Scale Model (MSM). 

In the MSM’s longwave radiation calculation, the effective cloud fraction has conventionally been used. However, Räisänen (1998) pointed out that this value depended on the vertical resolution. Accordingly, the dependence of longwave radiation calculation on the vertical resolution was mitigated by implementing the method of Räisänen (1998).

The optical depth of aerosols was previously parameterized with only two types – continental and marine. To address this, more detailed monthly climatology for aerosol optical depth retrieved through satellite observation was introduced into the radiation calculation.

The temperature and effective radius of cloud ice were previously related following Ou and Liou (1995), which tended to overestimate the climatology of the effective radius for the MSM in terms of OLR. Accordingly, this relationship was replaced with that of Ou and Liou (1995) modified by McFarquhar et al. (2003). (R. Nagasawa)
(2) Inclusion of a prognostic equation for the number concentration of cloud ice in the Meso-Scale Model
In the cloud microphysics scheme of the operational MSM, water classes are categorized into six forms: water vapor, cloud water, rain, cloud ice, snow and graupel. The microphysics of the MSM before December 2008 predicted only the mixing ratios of the six water classes, with the number concentration of cloud ice (Ni) being determined by the temperature or supersaturation ratio over ice for each step of time integration. Furthermore, simplification and elimination of the cloud microphysical processes were applied in order to reduce the computational time required. These modifications to the MSM made the growth of snow and graupel slow; as a result, excessive amounts of cloud ice remained in the atmosphere, and the distribution of snowfall became narrow, especially around coastal areas of the Sea of Japan in winter. To eliminate these weaknesses, Ni is added to a prognostic variable of the MSM, and the growth of cloud ice and the conversion of cloud ice to snow or graupel are further sophisticated. Cloud microphysics using a prognostic equation for Ni eliminates excessive amounts of cloud ice and improves the distribution of snowfall. Inclusion of the prognostic equation for Ni has been adopted in the operational MSM since December 2008. (M. Narita)

(3) Enhancement of computational stability in the Meso-Scale Model

The dynamical and physical processes have been developed to enhance computational stability in JMA’s operational MSM. The modifications outlined here are mainly applied for columns with strong vertical wind to suppress grid-point storm: (1) Modification of the targeted moisture diffusion scheme (2) Modification of the box-Lagrangian scheme, which deals with rain and graupel precipitation (3) Introduction of a first-order upwind vertical advection scheme for rain and graupel at columns with high vertical wind speeds (4) Intensification of the Kain-Fritsch scheme for grid-point storm (5) Increase of nonlinear damping strength against the whole domain (K. Aranami and J. Ishida)
(4) Development of a new dynamical core for the non-hydrostatic model
A new dynamical core for JMA’s non-hydrostatic model is now under development. The model is designed for parallel architecture machines, including PC clusters.  Flux-form fully compressible equations are applied as the governing equations and transformed to generalized coordinates. Instead of a pressure equation, a mass conservation equation is directly integrated using the finite volume method to conserve mass. A flux limiter method is employed, which gives highly accurate advection and suppresses oscillation. A Runge-Kutta scheme and a split-explicit time integration scheme are used. Some idealized experiments have shown that the model gives both high accuracy and high computational efficiency. As the dynamical core is now almost established, development to introduce physical processes is currently underway. (J. Ishida, C. Muroi and Y. Aikawa)
4.3.3 Operationally available NWP products

Short- and medium-range forecast products are described in 4.2.3.

4.3.4    Operational techniques for application of NWP products

4.3.4.1
In operation

(1) Forecast guidance

Three operational techniques are routinely used to derive guidance from NWP model output. The first uses the Kalman filter, the second involves an artificial neural network, and the third is logistic regression. These techniques are applied to grid-point values from GSM (0–84 hour forecast) and MSM (0–33 or 0–15 hour forecast) output in order to reduce systematic forecast errors or to extract useful information such as that on probabilistic or categorical values in an adaptive manner.

The Kalman filter technique is applied to derive the probability of precipitation, the average precipitation amount in each 20-km-square grid, the maximum/minimum temperature and hourly time-series temperatures, the maximum and time-indicated wind speed and the associated direction at each of JMA’s surface weather stations, from GSM and MSM output. This technique is also applied to derive the maximum/minimum temperature and hourly time-series temperatures, the maximum and hourly time-series wind speed and the associated direction, the average and minimum visibility, and the probability of  minimum visibility less than 5,000 meters and 1,600 meters for aviation weather forecast (TAF) guidance at each airport, from MSM output.
The artificial neural network technique is applied to derive the weather category, the probability of heavy precipitation, the probability of thunderstorms in each 20-km-square grid, and the minimum humidity at each of JMA’s SYNOP reporting stations, from GSM output. This technique also constitutes an essential basis for forecasts of maximum precipitation amount and snowfall depth. The maximum precipitation forecast is derived by multiplying the average precipitation amount in each forecast area by the optimum ratio of the maximum precipitation to the average precipitation, which is derived from an artificial neural network. Two types of snowfall depth guidance are in operation. GPV-type snowfall depth guidance, operationally produced since March 2004, is estimated by multiplying the model-derived precipitation amount with an artificial neural-network-derived optimal snow-to-liquid-equivalent ratio, determined by the empirical relationship between observed snowfall depth and precipitation. Point-type snowfall depth guidance, calculated directly using the artificial neural network from the relationship between observed snowfall depth and model output, came into operation in November 2008. This technique is also applied to derive the cloud amount and the cloud base height of three layers at the minimum ceiling event for TAF guidance at each airport from MSM output.

The two techniques outlined above produce various guidances up to 84 hours (4 times a day) from GSM output, and up to 33 hours at most (8 times a day) from MSM output, at 1-hour, 3-hour or 6-hour intervals. The guidance of daily maximum/minimum temperatures and daily minimum humidity is provided for forecasts for today, tomorrow, the day after tomorrow, and three days into the future.

The logistic regression technique is used to derive the probability of thunderstorms for TAF guidance at each airport from MSM output. The LAF (Lagged Average Forecast) method has been applied to the results of individual guidance with different initial times since May 2008.
TAF guidance produces values for visibility, cloud amount and cloud base height, wind speed and direction, weather, temperature, and probability of thunderstorms up to 33 hours at most (8 times a day) in 1-hour or 3-hour intervals from MSM output.
(2) Hourly analysis

JMA provides hourly analysis with a grid spacing of 5 km for real-time monitoring of weather conditions.  This is based on MSM forecasting and observed data, and the latest MSM forecast output is used as a first guess. The product is issued every hour within 30 minutes of the hourly observation time, and is provided to operational forecasters and aviation-related users. The specifications of the hourly-analysis schemes are listed in Table 4.3.4-1.
   Table 4.3.4-1  Specifications of hourly analysis

     Cut-off time

20 minutes for analysis

     Initial guess

2, 3 or 4-hour forecast by the MSM

     Grid form, resolution and number of grids

Lambert projection, 5 km at 60°N and 30°N, 721 x 577, 

grid point (1, 1) is at the north-west corner and (489, 409) is at 140°E, 30°N

     Levels

50 forecast model levels 

     Analysis variables

Wind, temperature, surface wind and surface temperature

     Data used

AMeDAS, Wind Profiler (WINDAS), Doppler radar (radial velocity) of JMA, AMDAR (aircraft) and AMVs from MTSAT-1R

     Post process

Surface filter (followed by adjustment of the increment within the PBL)

4.3.4.2 Research performed in this field
(1) Forecast guidance 

Development is ongoing for guidance on dew point temperature and gust speed/direction with the MSM, and for guidance on precipitation and wind forecasting with the typhoon ensemble prediction system and the one-week ensemble prediction system.
(2) Surface filter in hourly analysis

A surface filter was introduced into the hourly analysis in June 2008 in order to remedy the excessive analysis increment often found over the sea near the coastline. This unreasonably large increment is due to the assimilation of densely distributed surface observations on land (data from AMeDAS). In order to obtain a good fit to these land-based surface observations, 3D-Var analysis uses a short background error correlation distance and a small observation error on the surface. Thus, the surface field on land typically has a large increment. However, this causes the problem of excessive increment in sea regions located within the range of correlation from land observations. Since no sea surface observation is currently used in the hourly analysis, the quality of the analysis in these regions is not necessarily high. The surface filter, designed to attenuate the surface increment over the sea with distance from the coastline, is applied to temperature and wind fields after 3D-Var analysis. Experiments showed that the filter works appropriately to reduce the unreasonably large increment over the sea. (T. Fujita)

4.4
Nowcasting and Very-Short-range Forecasting systems (0–6 hrs)

Since 1988, JMA has routinely operated a fully automated system of precipitation analysis and very short-range forecasting to monitor and forecast local severe weather conditions. In addition to these, the Agency has operated the Precipitation Nowcast since June 2004. 
The system has three products as outlined below:

(1) Radar/Raingauge-Analyzed Precipitation (hereafter R/A)*, which shows one-hour accumulated precipitation based on observation of radars calibrated half-hourly using raingauge measurements from JMA’s Automated Meteorological Data Acquisition System (hereafter AMeDAS) and other available data, such as raingauges operated by local governments.

(2) Very-Short-Range-Forecast of precipitation (hereafter VSRF), which is a forecast of one-hour accumulated precipitation based on extrapolation and prediction by the Meso-Scale Model (MSM, see 4.3). The forecast time of VSRFs is from one to six hours.

(3) Precipitation Nowcast, which is forecast of 10-minute accumulated precipitation based on extrapolation. The forecast time of Precipitation Nowcasts is from 10 to 60 minutes.
*
Referred to before 15 November 2006 as Radar-AMeDAS precipitation.
4.4.1
Nowcasting system (0–1 hr)

4.4.1.1
In operation
Precipitation Nowcasts predict 10-minute accumulated precipitation by linear extrapolation up to one hour.  Initial rainfall intensity distribution is derived from radar data obtained at 10-minute intervals, which is calibrated by raingauge observation. Using the VSRF movement vector, they predict precipitation distribution by extrapolation within three minutes of radar observation to support local weather offices in issuing warnings of heavy precipitation.

  Table 4.4.1-1  Precipitation Nowcasting model
Forecast process
Linear extrapolation

Physical process
Simplified orographic dissipation

Movement vector
Taken from Very-Short Range Forecast system

Time step
1 minute

Grid form
Cylindrical equidistant projection

Resolution
About 1 km

Number of grids
2,560 x 3,360

Initial
Calibrated radar echo intensities

Forecast time
Up to 60 minutes from each initial time (every 10 minutes = 144 times/day)

4.4.1.2
Research performed in this field

Precipitation Nowcasts use VSRF movement vectors derived on a half-hourly basis and focused on a time scale of more than one or two hours. To improve Precipitation Nowcasts, it is desirable to derive movement vectors every 10 minutes using a method suitable for forecasting on a time scale of less than one hour. We have developed a number of simplified techniques to compute movement vectors in a shorter time, such as the optical-flow method.

4.4.2
Models for Very Short-range Forecasting Systems (1–6 hrs)
4.4.2.1
In operation

(1) Radar/Raingauge-Analyzed Precipitation (R/A)

Radar/Raingauge-Analyzed Precipitation (R/A) is a type of precipitation distribution analysis with a resolution of 1 km, and is derived on a half-hourly basis. Radar data and raingauge precipitation data are used to make R/A.  The radar data consist of intensity data from 46 weather radars operated by JMA and the Ministry of Land, Infrastructure, Transport and Tourism (MLIT), and the raingauge precipitation data are collected from more than 9,900 raingauges operated by JMA, MLIT and local governments.
After collecting this information, the radar intensity data are accumulated to create one-hour accumulated radar precipitation data. Each set of this data is calibrated with the one-hour accumulated raingauge precipitation data. R/A is a composite of all calibrated and accumulated radar precipitation data.  The initial field for extrapolation forecasting is the composite of the calibrated radar intensity data.

(2) Very Short-Range Forecast of precipitation (VSRF)

The extrapolation forecast and precipitation forecast from the Meso-Scale Model (MSM; see 4.3.2.1 (1)) are merged into the Very-Short-Range Forecast of precipitation.  The merging weight of the MSM forecast is nearly zero for a one-hour forecast, and is gradually increased with forecast time to a value determined from the relative skill of MSM forecasts. 

   Table 4.4.2-1 Specifications of extrapolation model

Forecast process
Extrapolation

Physical process
Orographic enhancement and dissipation

Movement vector
Precipitation system movement is evaluated using the cross-correlation method

Time step
2–5 minutes

Grid form
Oblique conformal secant conical projection

Resolution
1 km

Number of grids
1,600 x 3,600

Initial
Calibrated radar echo intensities

Forecast time
Up to six hours from each initial time (every 30 minutes = 48 times/day)

VSRF products are issued about 20 minutes after radar observation to support local weather offices that issue weather warnings for heavy precipitation, and are used for forecast calculation of applied products such as the Soil Water Index and the R/A Runoff Index.
4.4.2.2
Research performed in this field

Since May 2008, all radars operated by MLIT have been added to JMA’s 20 existing radars to derive R/A and initial precipitation data of VSRFs after the harmonization of their different characteristics derived from observation strategies. 
To improve VSRF accuracy, JMA has developed refined orographic effects and has applied an appropriate merging ratio between extrapolation and MSM prediction.

4.5
Specialized numerical predictions 
4.5.1
Assimilation of specific data, analysis and initialization (where applicable)
4.5.1.1
In operation
(1) Global Ocean Data Assimilation System

The Global Ocean Data Assimilation System was replaced with a new system developed by JMA’s Meteorological Research Institute (named MOVE/MRI.COM-G; Usui et al., 2006).  Its specifications are shown in Table 4.5.1-1.

	Table 4.5.1-1  Specifications of the Global Ocean Data Assimilation System

	Basic equations
	Primitive equations with free surface

	Independent variables
	Lat-lon coordinates and σ-z hybrid vertical coordinates

	Dependent variables
	u, v, T, S, SSH

	Numerical technique
	Finite difference both in the horizontal and in the vertical

	Grid size
	1˚ (longitude) x 1˚ (latitude, smoothly decreasing to 0.3˚ toward the equator) grids

	Vertical levels
	50 levels

	Integration domain
	Global oceans from 75°N to 75°S

	Forcing data
	Heat, water and momentum flux are calculated using data from the JMA Climate Data Assimilation System (JCDAS).

	Observational data
	Sea-surface and subsurface temperature and salinity and sea surface height

	Operational runs
	Two kinds of run (final and early) with cut-off times of 33 days and 2 day, respectively, for ocean observation data


The output of MOVE/MRI.COM-G is fed into an interactive graphic tool for analysis of tropical ocean status.  Some figures based on MOVE/MRI.COM-G output are published in JMA’s Monthly Highlights on Climate System and provided through the Tokyo Climate Center (TCC) website (http://ds.data.jma.go.jp/tcc/tcc/index.html). The data are also used as oceanic initial conditions for JMA’s coupled ocean-atmosphere model (JMA/MRI-CGCM).

(2) High-resolution sea surface temperature analysis for global oceans

High-resolution daily sea surface temperatures (SSTs) in global oceans are objectively analyzed on a 1/4˚ x 1/4˚ grid for ocean information services and to provide boundary conditions for atmospheric short-range prediction models and North Pacific Ocean models. SSTs obtained from AVHRRs on the NOAA series of polar-orbiting meteorological satellites and from the AMSR-E on the AQUA earth observation satellite are used together with in-situ SST observations. The analysis data are available on the NEAR-GOOS Regional Real Time Data Base (http://goos.kishou.go.jp).

4.5.2
Specific models 

4.5.2.1
In operation

(1) Typhoon Ensemble Prediction System (Typhoon EPS)
JMA has developed a new ensemble prediction system (EPS) called the Typhoon EPS, aimed at improving both deterministic and probabilistic forecasts of tropical cyclone (TC) movement. It entered full operation in February 2008. 

a) Initial condition
Interpolation of the initial condition for the GSM plus ensemble perturbations
b) Forecast model
· Lower-resolution version of the GSM

· TL319 (~55-km grid) spectral discretization in the horizontal

· Finite differencing on 60 p-sigma hybrid levels in the vertical
c) Method of making ensemble perturbations
· Singular vector method

· The linearized model and its adjoint version for this Typhoon EPS are based on those adopted in the 4-D variational calculus, which comprises full dynamics of Eulerian integrations and full physical processes containing representations of vertical diffusion, gravity wave drag, large-scale condensation, long-wave radiation and deep cumulus convection.

· T63 (~180-km grid) spectral discretization in the horizontal

· Finite differencing on 40 p-sigma hybrid levels in the vertical
d) Ensemble size
11 (1 non-perturbed member plus 10 perturbed members)
e) Operational schedule
The typhoon ensemble prediction system is run four times a day at most (at 0000, 0600, 1200, and 1800 UTC) with a forecast range of 132 hours. Model runs are conducted when one of the following conditions are satisfied:

· a TC of tropical storm (TS) intensity (the maximum sustained wind speed of 34 knots to 47 knots near the centre) or higher exists in the RSMC Tokyo - Typhoon Center's area of responsibility (0–60°N, 100–180°E);
· a TC is expected to reach TS intensity or higher in the area within 24 hours;
· a TC of TS intensity or higher is expected to move into the area within 24 hours.
(2) Environmental emergency response system
JMA is a Regional Specialized Meteorological Center (RSMC) for Environmental Emergency Response in RA II, and is responsible for the preparation and dissemination of transport model products on exposure and surface contamination involving accidentally released radioactive materials.  An operational tracer transport model is run at the request of National Meteorological Services in RA II or at that of the International Atomic Energy Agency (IAEA) to offer RSMC support for environmental emergency response.
The transport model adopts a Lagrangian method.  In this model, many tracers are released in time and location according to information on pollutant emissions.  Effects related to three-dimensional advection and horizontal and vertical diffusions, dry and wet depositions and radioactive decay are computed from 3-hourly outputs of the high-resolution global model (TL959L60).  The main products of the RSMC are trajectories, time-integrated low-level concentrations and total deposition up to 72 hours ahead.
(3) Ocean-wave forecasting models 

JMA operates two numerical wave models: the Global Wave Model (GWM) and the Coastal Wave Model (CWM). Both are classified as third-generation wave models, and were updated to new versions in May 2007. The models’ specifications are given in Table 4.5.2.1(3)-1.
  Table 4.5.2.1(3)-1  Specifications of ocean-wave prediction models 

	Model name
	Global Wave Model
	Coastal Wave Model

	Model type
	Spectral model (third-generation wave model)

	Spectral component
	900 components

(25 frequencies from 0.0375 to 0.3 Hz and 36 directions)

	Grid form
	Equal latitude-longitude grid on spherical coordinates

	Grid size
	0.5˚ x 0.5˚ (720 x 301)
	0.05˚ x 0.05˚ (601 x 601)

	Integration domain
	Global 75˚N–75˚S
	Coastal Sea of Japan 50˚N–20˚N, 120˚E–150˚E

	Time step
	Advection term: 10 minutes
Source term: 30 minutes
	Advection term: 1 minute
Source term: 3 minutes

	Forecast time
	84 hours from 00, 06, 18 UTC

216 hours from 12 UTC
	84 hours from 00, 06, 12, 18 UTC

	Boundary condition
	-
	Global Wave Model

	Initial condition
	Hindcast

	Wind field
	Global Spectral Model (GSM)

	
	Bogus gradient winds (for typhoons in the western North Pacific)


The grid-point values (GPVs) of the CWM are disseminated to domestic users, and those of the GWM are available in JMA’s RSMC Tokyo Data Serving System for National Meteorological and Hydrological Services (NMHSs).

(4) Storm-surge model

JMA operates a numerical storm surge model to predict storm surges that will occur in coastal areas of Japan using sea-surface wind and pressure fields predicted by the Meso-Scale Model (MSM).  In the case of a tropical cyclone (TC), storm surges for five scenarios are predicted in consideration of TC track forecast errors. In addition to the MSM, TC bogus data corresponding to four tracks (center, faster, and rightmost and leftmost of TC track forecast) are used for each scenario.  The model’s specifications are given in Table 4.5.2.1(4)-1.

  Table 4.5.2.1(4)-1  Specifications of the numerical storm-surge model 

	Basic equations
	Two-dimensional shallow-water equations

	Numerical technique
	Explicit finite-difference method

	Integration domain
	Coastal areas of Japan

(122.5–146.5˚E, 23.5–46.5˚N)

	Grid size
	1 minute (longitude) x 1 minute (latitude)

	Boundary conditions 
	Modified radiation condition at open boundaries and zero normal flows at coastal boundaries

	Forcing data
	Meso-Scale Model (MSM)

	
	Bogus data for TCs around Japan


(5) Ocean data assimilation system for the North Pacific Ocean

An ocean data assimilation system for the North Pacific is operated to represent ocean features such as the Kuroshio in the mid/high latitudes of the North Pacific with the specifications shown below. Data on ocean currents and water temperatures at a depth of 100 m (the products of this system) are available on the NEAR-GOOS Regional Real Time Data Base (http://goos.kishou.go.jp).
	Table 4.5.2.1(5)-1  Specifications of the ocean data assimilation system for the North Pacific Ocean

	Basic equations
	Primitive equations with free surface

	Independent variables
	Lat-lon coordinates and z vertical coordinates

	Dependent variables
	u, v, T, S

	Numerical technique
	Finite difference both in the horizontal and in the vertical with three-dimensional variational (3D-VAR) data assimilation system

	Grid size
	(1) Western North Pacific model 

0.1˚ (longitude) x 0.1˚ (latitude) in the seas off Japan, decreasing to 0.25˚ toward the northern and eastern boundaries with the North Pacific model
(2) North Pacific model

0.25˚ (longitude) x 0.25˚ (latitude)

	Vertical levels
	54 levels

	Integration domain
	(1) Western North Pacific model 

From 15˚N to 65˚N between 115˚E and 160˚W

(2) North Pacific model

From 15˚S to 65˚N between 100˚E and 75˚W

	Forcing data
	Heat, water and momentum flux driven from the JMA Climate Data Assimilation System (JCDAS) and from a low-resolution version (TL159) of the operational GSM

	Observational data
	Sea-surface and subsurface temperature/salinity, and sea surface height

	Operational runs
	50-day assimilation and 30-day prediction runs at a frequency of 5 days


(6) Sea-ice forecasting model 

JMA issues information on the state of sea ice in the seas off Japan. A numerical sea-ice model has been run to predict sea-ice distribution and thickness in the seas off Hokkaido Island (mainly the southern part of the Sea of Okhotsk) twice a week in winter since December 1990 (see Table 4.5.2.1(6)-1).

   Table 4.5.2.1(6)-1  Specifications of the numerical sea-ice prediction model

	Dynamical processes
	Viscous-plastic model (MMD/JMA, 1993)–considers wind and sea-water stress on sea ice, Coriolis force, force from the sea surface gradient and internal force.

	Physical processes
	Heat exchange between sea ice, atmosphere and sea water

	Dependent variables
	Concentration and thickness

	Grid size and time step
	12.5 km and 6 hours

	Integration domain
	Seas around Hokkaido

	Initial time and forecast time
	168 hours from 00 UTC (twice a week)

	Initial  condition
	Concentration analysis derived from MTSAT and NOAA satellite imagery and thickness estimated by hindcasting


The grid-point values (GPVs) of the numerical sea-ice model are disseminated to domestic users.  The sea-ice conditions for the coming seven days predicted by the model are broadcast by radio facsimile (JMH) twice a week.

(7) Marine pollution transport model

JMA operates the numerical marine-pollution transport model in the case of a marine-pollution accident.  Its specifications are shown in Table 4.5.2.1(7)-1. The ocean currents used for the model’s input data are derived from the results of the ocean data assimilation system for the North Pacific Ocean.

   Table 4.5.2.1(7)-1  Specifications of the marine pollution transport model

	Area
	Western North Pacific

	Grid size
	2–30 km (variable)

	Model type
	3-dimensional parcel model

	Processes
	Advection caused by ocean currents, sea surface winds and ocean waves

Turbulent diffusion

Chemical processes (evaporation, emulsification)


(8) Kosa prediction model 

JMA has operated a Kosa (sand-dust storm) prediction model to forecast Kosa distribution since January 2004. The model is directly coupled with a low-resolution version of the Global Spectral Model (GSM), and makes use of several GSM parameters without temporal or spatial interpolation. The model’s specifications are given in Table 4.5.2.1(8)-1. 

   Table 4.5.2.1(8)-1 Specifications of the Kosa prediction model 
	Basic equations
	Eulerian model coupled with the Global Spectral Model

	Numerical technique
	3D semi-Lagrangian transport and dust emission calculation from surface meteorology 

	Integration domain
	Global

	Grid size
	T106 (1.125°)

	Vertical levels
	20 levels (surface–45 hPa)

	Initial time and forecast time
	96 hours from 12 UTC (once a day)

	Boundary conditions 
	Almost the same as those of the Global Spectral Model

	Forcing data (Nudging)
	Global analysis and forecast of the Global Spectral Model (GSM)

	
	Snow depth analysis


(9) UV index prediction system

JMA has operated a UV-index prediction system since May 2005. It consists of a chemical transport model (CTM) that is directly coupled with a low-resolution version of the GSM and the radiative transfer model. The models’ specifications are given in Tables 4.5.2.1(9)-1 and 2.

The UV index is calculated using the radiative transfer model in the area from 110˚E to 150˚E and from 20˚N to 50˚N with a grid resolution of 0.25˚ x 0.20˚. The Look-Up Table method (LUT) is adopted in consideration of the computational cost involved. The basic parameters of LUT are the solar zenith angle and the total ozone predicted by the CTM. The clear sky UV index is corrected for aerosols (climatology), distance from the sun, altitude and surface albedo (climatology). The forecasted UV index is also corrected for categorized weather forecasting.
	Table 4.5.2.1(9)-1  Specifications of the chemical transport model in the UV index prediction system

	Basic equations
	Eulerian model coupled with the Global Spectral Model

	Numerical technique
	3D semi-Lagrangian transport and chemical reaction

	Integration domain
	Global

	Grid size
	T42 (2.8125°)

	Vertical levels
	68 levels (surface–0.01 hPa)

	Initial time and forecast time
	48 hours from 12 UTC (once a day)

	Boundary conditions 
	Almost the same as those of the Global Spectral Model

	Forcing data (Nudging)
	Global analysis and forecast of Global Spectral Model (GSM)

	Observational data
	Column ozone from OMI/NASA


	Table 4.5.2.1(9)-2  Specifications of the radiative transfer model in the UV index prediction system

	Basic equations
	Radiative transfer equations for multiple scattering and absorption by atmospheric molecules and aerosols 

	Numerical technique
	Doubling and adding method 

	Spectral region and resolution
	290–315 nm and 0.5 nm 


(10)   Mesoscale air pollution transport model


JMA issues photochemical oxidant information for the relevant prefectures on days when oxidant concentration is high. This information is based on statistical guidance for oxidant concentration using weather elements and pollutant observation as input. In addition to this statistical guidance, a mesoscale atmospheric transport model (Takano et al., 2007) is applied to oxidant concentration forecasting with a grid interval of 10 km, in which MSM output is used to calculate the transport of highly concentrated pollutant masses in the air. Using the oxidant forecast from the atmospheric transport model with the initial time at 03 UTC, photochemical oxidant information is issued hourly for 04–09 UTC in the southern part of the Kanto region including the Tokyo metropolitan area.
(11) Mesoscale tracer transport model for volcanic ash

JMA introduced the tephra fall forecast in March 2008 (Shimbori et al., 2009). This is a six-hour forecast of ash-fall areas caused by volcanic eruptions in Japan, and is disseminated when the height of an ash plume reaches 3,000 m above the crater rim or when the JMA Volcanic Alert Level is higher than 3. The specifications of the volcanic-ash transport model using the outputs of the MSM are given in Table 4.5.2.1(11)-1. Quantitative forecasting of ash-fall depth is currently under development. 

	Table 4.5.2.1(11)-1  Specifications of the mesoscale tracer transport model for volcanic ash

	Model type
	Lagrangian description

	Number of tracer particles
	100,000

	Time step
	3 minutes

	Forecast time
	6 hours from the time of eruption

	Initial condition
	Eruption column based on observational reports of plume height and continuance of volcanic-ash emissions

	Meteorological field
	Meso-Scale Model (MSM)

	Processes
	3D advection, horizontal and vertical diffusion, volcanic-ash fallout, dry deposition and washout


4.5.2.2
Research performed in this field

(1) A reduced Gaussian grid system will be implemented in the GSM of the Typhoon EPS in 2009 to reduce the computational cost involved.
(2) Development of the atmospheric backtracking system

As a part of the CTBTO-WMO Backtracking Response System, JMA has a responsibility (as a Regional Specialized Meteorological Centre) to provide atmospheric backtracking products to the Comprehensive Nuclear-Test-Ban Treaty Organization (CTBTO). JMA developed the atmospheric backtracking transport model and built up a response system that receives e-mail notification from CTBTO, executes backtracking calculations and provides results, according to the procedure defined in the Manual on the Global Data-Processing and Forecasting System.  JMA plans to commence operation of the backtracking system in 2009. (S. Murai)
(3) Storm surge model

The following researches are underway to improve the storm surge model:

  (a) Higher grid resolution

For better estimates of geographical effects, the grid size will be changed from 1 minute (about 1.5–1.8 km) to 1 km.

  (b) Estimation of wave setup

Wave setup sometimes plays a predominant role in generating storm surges at several Japanese ports facing the open ocean, but this effect is not included in the current version of the model. JMA is developing a method to estimate sea-level changes caused by wave setup using numerical wave model products.

  (c) Estimation of regional distribution of astronomical tides

Astronomical tides are required for the prediction of storm tides (the sum of storm surges and astronomical tides). Currently, these data are available only at tide stations, since they are produced through harmonic analysis using tide data observed at each station. To predict the spatial distribution of storm tides, a data assimilation method for astronomical tides is being developed.

(4) Sea-ice forecasting model 
A new ocean forecast model and a new ocean data assimilation system for the North Pacific Ocean have been developed (see 4.5.2.2(d)). Ocean current data produced by these two developments will be introduced into the sea-ice forecast model, which is scheduled to enter operation in March 2011.

(5) Kosa prediction model 

The Meteorological Research Institute is developing an earth-system model that contains several chemical species and aerosols to predict global warming.

(6) UV index prediction system

The Meteorological Research Institute is developing an earth-system model that contains several chemical species and aerosols to predict global warming.

(7) Improvement of photochemical oxidant information using a global chemistry-climate model

JMA plans to improve its photochemical oxidant information by introducing a global chemistry-climate model developed by the MRI (MRI-CCM2) that incorporates chemical transport processes of photochemical oxidants in the troposphere and stratosphere. The Agency is currently performing verification of the model’s output against observations and preparing statistical guidance to quantify oxidant levels for operational forecasters. The information is scheduled for upgrade in early 2010.
4.5.3
Specific products operationally available
(1) Numerical storm surge prediction products

Time series representations of predicted storm surges/tidal levels and data on predicted highest tides for about 300 ports are disseminated to local meteorological observatories. This information is used as a major basis for issuing storm surge advisories and warnings.

(2) Kosa products operationally available

Time series representations of predicted Kosa concentrations are provided via the Japan Meteorological Business Support Center and the Internet (http://www.jma.go.jp/jp/kosa/index.html) once a day.

(3) UV index products operationally available

Time series representations of predicted UV index information are provided via the Japan Meteorological Business Support Center and the Internet (http://www.jma.go.jp/en/uv/index.html) twice a day.

4.6
Extended-range forecasts (ERF) (10 days to 30 days) 

4.6.1
Models 

4.6.1.1
In operation

An extended-range ensemble prediction system is operated once a week. The numerical prediction model applied for this system is a low-resolution version (TL159) of the GSM (Table 4.6.1.1-1). For the lower boundary condition of the model, initial COBESST (Ishii et al., 2005) anomalies are fixed during the 34-day time integration. Soil moisture, soil temperature and snow depth are predicted by the model, and their initial states are provided by the land data assimilation system.

An ensemble consists of 50 members per week–25 member runs for each of the 34 days of ensemble prediction from two consecutive days. Thus, initial perturbation is prepared by combining the breeding of growing mode (BGM) method and the lagged average forecast (LAF) method.

   Table 4.6.1.1-1  Specifications of the extended-range Ensemble Prediction System

Atmospheric model
GSM0803C

Integration domain
Global, surface to 0.1 hPa

Horizontal resolution
TL159 (approx. 1.125º Gaussian grid, 320 x 160 –120 km)

Vertical levels
60 (surface to 0.1 hPa)

Forecast time
816 hours from 12 UTC

Ensemble size
50 members

Perturbation generator
Combination of breeding of growing mode (BGM) method and lagged averaged forecast (LAF) method

Perturbed area
Northern Hemisphere (20ºN–90ºN) and tropics (20ºS–20ºN)

4.6.1.2 Climate Data Assimilation System

The JMA Climate Data Assimilation System (JCDAS) is an atmospheric global analysis system for operational climate use, and has been operational since March 2006. It was transitioned from the Japanese 25-year Reanalysis (JRA-25) that ran for 26 years from 1979 to 2004, and was produced by JMA and the Central Research Institute of Electric Power Industry (CRIEPI) (Onogi et al., 2007). JCDAS uses the same data assimilation system as JRA-25. It has a spectral resolution of T106, equivalent to a horizontal grid size of around 120 km, and has 40 vertical layers with the top level at 0.4 hPa. The data assimilation method of JCDAS is the three-dimensional variational (3D-VAR) technique used in JMA operations until February 2005. The background error statistics were taken from 2003 operational analysis that was the latest statistics available when JRA-25 production started. For surface variables, surface pressure is assimilated simultaneously with upper-air variables in 3D-VAR; other surface variables of temperature, wind and relative humidity are assimilated separately with uni-variate two-dimensional optimal interpolation (2D-OI).

Many advantages have been identified in JRA-25 and JCDAS. Firstly, predicted 6-hour global total precipitation distributions and amounts are well reproduced both in space and time. Performance is optimal in reanalysis work, such as NCEP/NCAR Reanalysis 1 and NCEP/DOE Reanalysis 2 (both continuously operated as CDAS), and the 15-year and 40-year reanalyses of the European Centre for Medium-Range Weather Forecasts (ERA-15 and ERA-40). After July 1987 in particular, assimilation of retrieved precipitable water from SSM/I radiance data contributed to this good performance. Furthermore, tropical cyclones (TCs) can be properly analyzed thanks to the assimilation of reconstructed wind profiles around tropical cyclones.

JRA-25 and JCDAS have jointly provided long-term consistent and high-quality global analysis fields since 1979. For the operational use of JRA-25 at JMA, a new climate normal value was created, and is being used as a basic reference data for climate monitoring services. Reanalysis data produced by a model with the same characteristics as the seasonal forecast model can provide consistent initial field and verification data for seasonal forecasting and hindcasting. Consequently, JRA-25 and JCDAS data contribute significantly to the development of the seasonal forecast model.

4.6.2
Operationally available NWP model and EPS ERF products

A model systematic bias was estimated as an average forecast error calculated from hindcast experiments for the years from 1979 to 2004. The bias is removed from forecast fields, and grid-point values are processed to produce several forecast materials such as ensemble means and spreads.

Grid-point-value products from the extended-range ensemble prediction system are disseminated on the Tokyo Climate Center (TCC) website (http://ds.data.jma.go.jp/tcc/tcc/index.html/).  Details of these products are shown in Table 4.6.2-1, and map products disseminated through TCC are shown in Table 4.6.2-2.
	Table 4.6.2-1 Grid-point value products (GRIB) for extended-range forecasts disseminated through the TCC

	Details
	Level

(hPa)
	Area
	Initial time &

forecast times

	Ensemble mean value of forecast members averaged for 7-day forecast time range
	Sea-level pressure, 

rainfall amount
	-
	Global 2.5˚ x 2.5˚ 
	Initial time:

12 UTC on two days of the week (Wednesday & Thursday) 

Forecast times:

2–8, 9–15, 16–22, 23–29 days from the later initial time

	
	Temperature, temperature anomaly
	850, 700
	
	

	
	RH, wind (u, v)
	850
	
	

	
	Geopotential height
	500,100
	
	

	
	Wind (u, v)
	200
	
	

	
	Sea-level pressure anomaly
	-
	
	

	
	Geopotential height anomaly
	500,100
	
	

	Spread (standard deviation) among time-averaged ensemble member forecasts
	Sea-level pressure
	-
	
	Forecast times:

2–8, 9–15, 16–22, 23–29, 2–15, 16–29, 2–29 days from the later initial time

	
	Temperature
	850
	
	

	
	Geopotential height
	500
	
	

	Large anomaly index* of geopotential height
	500
	
	

	*  The large anomaly index is defined as {(number of members whose anomaly is higher than 0.5 x SD)–(number of members whose anomaly is lower than–0.5 x SD)} / {number of members} at each grid point, where SD is the observed climatological standard deviation.


Table 4.6.2-2  Map products for extended-range forecasts disseminated through TCC
	
	Forecast time
	Parameter

	Ensemble mean
	Day 2–8, day 9–15, day 16–29, day 2–29 averages
	Geopotential height and anomaly at 500 hPa, temperature and anomaly at 850 hPa, sea-level pressure and anomaly

	Spread (standard deviation) among time-averaged ensemble member forecasts
	
	Geopotential height at 500 hPa

	Large anomaly index*
	
	

	Time-longitude cross section
	7-day running mean
	Velocity potential at 200 hPa averaged in the equatorial region (from 5°N to 5°S)

	Time sequence
	
	Several circulation indices

	*  The large anomaly index is defined as {(number of members whose anomaly is higher than 0.5 x SD)–(number of members whose anomaly is lower than–0.5 x SD)} / {number of members} at each grid point, where SD is the observed climatological standard deviation.


4.7 
Long range forecasts (LRF) (30 days up to two years) 

4.7.1
Models 

4.7.1.1
In operation

(1) 120-day and 210-day prediction system

The 120-day long-range EPS for the 3-month outlook is operated once a month, and is completed by the 25th day.  The numerical prediction model applied for the long-range EPS is a low-resolution version (TL95L40) of the GSM (Table 4.7.1-1). The physical processes in the long-range EPS are similar to those of the current GSM described in 4.2.2 except for the horizontal resolution. 

The 210-day long-range EPS for warm and cold season outlooks is operated twice a year by the 25th day in February and September, respectively. This system is operated as an extension of its 120-day counterpart. Note that 180- and 150-day EPSs are also conducted in March, April and October for warm and cold season outlooks in the same way as the 210-day EPS.
A two-tiered method is adopted for both the 120- and 210-day EPSs; first, global SST anomalies are predicted, then integration with the atmospheric model (GSM) is performed for 120 or 210 days under the prescribed global SST anomalies.

The prescribed global SSTs are calculated based on the following for both the 120-day and 210-day EPSs. It is assumed that initial SST anomalies persist for the first month of the 210 days. To predict global SST anomalies for the last two months of the 210-day period, the SST anomaly for NINO3 (a region in the eastern-equatorial Pacific) is given by forecasters based on the El Niño prediction model (an atmosphere-ocean coupled model). Then, global SST anomalies are regressed against the given NINO3 SST anomaly, and these regressed values are prescribed globally as the GSM boundary condition for the last two months. The interpolated global SST anomalies are applied to the period between the first month and the last two months. Additionally, in order to consider uncertainties in the prescribed SSTs, small perturbations based on observed SSTs are added to the prescribed SST values.
Soil moisture, soil temperature and snow depth are predicted by the model, and their initial states are provided by the relevant climatology.

An ensemble consists of 51 members, including a control run. The initial condition for the control run is prepared in the same way as that for the extended-range EPS. The initial perturbations in the atmosphere are prepared using the Singular Vector (SV) method.

   Table 4.7.1-1  Specifications of the 120-day and 210-day Ensemble Prediction System

Atmospheric model
GSM0703C
Integration domain
Global, surface to 0.4 hPa

Horizontal resolution
TL95 (approx. 1.875º Gaussian grid, 192 x 96 – 180 km)

Vertical levels
40 (surface to 0.4 hPa)

Forecast time
2,880 hours from 12 UTC (120-day prediction)


5,040 hours from 12 UTC (210-day prediction)
Ensemble size
51 members

Perturbation generator
Singular Vector (SV) method

Perturbed area
Northern Hemisphere (0°N–90°N)
(2) El Niño prediction system

A coupled atmosphere-ocean model is operated for monthly El Niño outlooks. The model was replaced with a new one developed by the Meteorological Research Institute and the Climate Prediction Division of JMA (named JMA/MRI-CGCM; Yasuda et al., 2007). The specifications of the coupled model are shown in Table 4.7.1-2.

The model’s results are available on the Tokyo Climate Center (TCC) website (http://ds.data.jma.go.jp/tcc/tcc/index.html). The NINO3 SST anomaly is used for the 210-day dynamical forecast.
	Table 4.7.1-2  Specifications of the JMA coupled model

	Oceanic component
	Identical to the model for MOVE/MRI.COM-G

	Atmospheric components
	Basic equations
	Primitive equations

	
	Domain
	Global

	
	Resolution
	T95, 40 vertical levels

	
	Convection scheme
	Arakawa-Schubert

	
	Land surface processes
	SiB of Sellers et al. (1986)

	Coupling
	Coupling interval
	1 hour

	
	Flux adjustment
	Monthly heat and momentum flux adjustment 

	Forecast period
	15 months

	Model run frequency 
	Once every 5 days


4.7.2
Operationally available EPS LRF products

A model systematic bias was estimated for use as an average forecast error calculated from hindcast experiments for the 22 years from 1984 to 2005. The bias is removed from forecast fields, and grid-point values are processed to produce several forecast materials such as ensemble means and spreads.

The following model output products (Table 4.7.2-1) from 120-day ensemble prediction are disseminated through the Tokyo Climate Center (TCC) website (http://ds.data.jma.go.jp/tcc/tcc/index.html/).

	Table 4.7.2-1  Grid-point value products and maps for 120-day prediction disseminated through TCC

	Details
	Level

(hPa)
	Area
	Initial time &

forecast time

	Ensemble mean and spread (standard deviation) values of forecast members averaged for each one-month and three-month period during the forecast time range
	Rainfall amount, surface temperature at 2 m, surface temperature, sea-level pressure, and their anomalies
	-
	Global

2.5˚ x 2.5˚
	Initial time:

12 UTC around the 15th day of each month

Forecast times:

Each one-month and three-month average

	
	Temperature and its anomaly
	850
	
	

	
	Geopotential height and its anomaly
	500
	
	

	
	Wind (u, v) and its anomaly
	850, 200
	
	


The following model output products (Table 4.7.2-2) from 210-day ensemble prediction are disseminated through the Tokyo Climate Center (TCC) website (http://ds.data.jma.go.jp/tcc/tcc/index.html).

	Table 4.7.2-2  Grid-point value products (GRIB) and maps for 210-day prediction disseminated through TCC

	Details
	Level

(hPa)
	Area
	Initial time &

forecast time

	Forecast members (only for grid-point values), their ensemble mean and spread (standard deviation) values averaged for each one-month and three-month period during forecast time range
	Rainfall amount, surface temperature at 2 m, sea-surface temperature, sea-level pressure, and their anomalies
	-
	Global

2.5˚ x 2.5˚ 
	Initial time:

12 UTC around the 15th day of each month

Forecast times:

Each one-month and three-month average

	
	Temperature and its anomaly
	850
	
	

	
	Geopotential height and its anomaly
	500
	
	

	
	Wind (u, v) and its anomaly
	850, 200
	
	

	
	Relative humidity and its anomaly
	850
	
	


5.
Verification of prognostic products

5.1
Annual verification summary

5.1.1 
NWP prognostic products

Objective verification of prognostic products is operationally performed against analysis and radiosonde observations according to WMO/CBS recommendations. The results of monthly verification for 2008 are presented in Tables 5.1.1-1–5.1.1-20. All verification scores are only for prediction from 1200 UTC initials.
Verification for One-week EPS is performed against analysis according to the Manual on GDPFS (WMO-No. 485). The Brier Skill Score (BSS) for seasonal (DJF: December-January-February, MAM: March-April-May, JJA: June-July-August, SON: September-October-November) and annual averages in 2008 (December in 2007) are shown in Tables 5.1.1-21–5.1.1-26. 
Table 5.1.1-1  Root mean square errors of geopotential height at 500 hPa against analysis (m)
Northern Hemisphere (20-90N)

	Hours
	Jan
	Feb
	Mar
	Apr
	May
	Jun
	Jul
	Aug
	Sep
	Oct
	Nov
	Dec
	Ave

	24 
	9.6 
	9.7 
	8.7 
	8.5
	8.1
	8.2
	7.2
	7.2
	7.3
	7.7
	8.0
	8.8
	8.2 

	72 
	27.9 
	29.1 
	25.4 
	26.1
	24.4
	24.1
	22.4
	21.0
	21.5
	24.7
	24.4
	28.4
	24.9 

	120 
	53.1 
	56.4 
	48.5 
	53.0
	46.8
	45.2
	41.9
	40.4
	42.4
	50.1
	45.8
	56.8
	48.4 


   Table 5.1.1-2  Root mean square errors of geopotential height at 500 hPa against analysis (m)
Southern Hemisphere (20-90S)

	Hours
	Jan
	Feb
	Mar
	Apr
	May
	Jun
	Jul
	Aug
	Sep
	Oct
	Nov
	Dec
	Ave

	24 
	9.1 
	9.8 
	11.0 
	11.4
	11.5
	12.1
	12.1
	11.4
	11.8
	10.7
	9.6
	9.1
	10.8 

	72 
	27.4 
	31.7 
	37.0 
	36.4 
	37.7
	37.7
	37.4
	36.2
	36.6
	31.4
	29.6
	29.2
	34.0 

	120 
	51.5 
	60.0 
	67.6 
	68.0
	69.0
	68.1
	72.8
	68.8
	65.8
	58.7
	56.7
	53.7
	63.4 


   Table 5.1.1-3  Root mean square errors of geopotential height at 500 hPa against observations (m)

North America

	Hours
	Jan
	Feb
	Mar
	Apr
	May
	Jun
	Jul
	Aug
	Sep
	Oct
	Nov
	Dec
	Ave

	24 
	13.8 
	13.1 
	13.0 
	13.6
	12.6
	11.3
	10.3
	10.6
	10.3
	12.7
	11.9
	12.9
	12.2 

	72 
	33.2 
	31.2 
	27.7 
	29.6
	30.1
	24.8
	18.8
	20.7
	21.4
	28.2
	29.4
	31.9
	27.2 

	120 
	55.8 
	64.6 
	52.9 
	54.7
	50.8
	43.3
	32.5
	39.4
	38.6
	55.7
	51.7
	59.4
	49.9 

	ob. num.
	79
	79
	78
	79
	79
	79
	80
	79
	92
	93
	93
	92
	83.5 


   Table 5.1.1-4  Root mean square errors of geopotential height at 500 hPa against observations (m)

Europe / North Africa

	Hours
	Jan
	Feb
	Mar
	Apr
	May
	Jun
	Jul
	Aug
	Sep
	Oct
	Nov
	Dec
	Ave

	24 
	15.5 
	13.7 
	16.3 
	14.2
	11.2
	10.7
	11.5
	11.2
	11.1
	13.3
	14.3
	14.1
	13.1 

	72 
	36.8 
	30.9 
	33.6 
	27.4
	20.5
	23.6
	22.8
	24.0
	24.6
	29.4
	29.5
	36.9
	28.3 

	120 
	69.0 
	55.0 
	59.6 
	50.1
	39.5
	43.3
	41.0
	45.1
	45.7
	59.4
	56.8
	65.9
	52.5 

	ob. num.
	56
	57
	56
	56
	55
	55
	54
	54
	69
	69
	70
	70
	60.1 


   Table 5.1.1-5  Root mean square errors of geopotential height at 500 hPa against observations (m)

Asia

	Hours
	Jan
	Feb
	Mar
	Apr
	May
	Jun
	Jul
	Aug
	Sep
	Oct
	Nov
	Dec
	Ave

	24 
	16.1 
	16.2 
	16.6 
	15.1
	15.8
	15.7
	15.2
	14.5
	12.3
	12.0
	12.2
	13.5
	14.6 

	72 
	28.9 
	27.2 
	28.8 
	24.8
	25.1
	24.3
	22.1
	22.1
	18.8
	19.7
	21.9
	26.0
	24.1 

	120 
	43.8 
	44.2 
	49.0 
	43.1
	44.7
	35.7
	33.3
	37.2
	32.4
	37.2
	38.7
	46.4
	40.5 

	ob. num.
	55
	56
	54
	54
	53
	52
	52
	51
	112
	111
	118
	120
	74 


   Table 5.1.1-6  Root mean square errors of geopotential height at 500 hPa against observations (m)

Australia / New Zealand

	Hours
	Jan
	Feb
	Mar
	Apr
	May
	Jun
	Jul
	Aug
	Sep
	Oct
	Nov
	Dec
	Ave

	24 
	12.3 
	13.8 
	13.5 
	13.2
	12.8
	13.8
	12.1
	11.9
	12.3
	12.8
	12.2
	11.1
	12.6 

	72 
	19.6 
	22.4 
	28.1 
	23.1
	26.9
	28.3
	31.3
	26.9
	23.1
	25.1
	25.8
	18.3
	24.9 

	120 
	38.2 
	43.9 
	53.4 
	45.5
	50.9
	47.8
	55.7
	51.9
	43.8
	43.2
	39.3
	38.8
	46.0 

	ob. num.
	12
	12
	11
	11
	11
	11
	12
	11
	14
	13
	13
	14
	12.1 


   Table 5.1.1-7  Root mean square errors of geopotential height at 500 hPa against observations (m)

Northern Hemisphere (20-90N)

	Hours
	Jan
	Feb
	Mar
	Apr
	May
	Jun
	Jul
	Aug
	Sep
	Oct
	Nov
	Dec
	Ave

	24 
	15.6 
	15.3 
	15.7 
	15.0
	14.1
	13.9
	13.2
	12.9
	12.7
	13.4
	13.0
	13.9
	14.1 

	72 
	33.8 
	32.6 
	30.9 
	30.7
	27.9
	27.0
	24.0
	23.9
	23.9
	27.0
	27.5
	31.8
	28.4 

	120 
	59.3 
	61.1 
	55.8 
	56.0
	50.1
	46.2
	41.6
	43.8
	43.1
	53.8
	49.5
	58.3
	51.5 

	ob. num.
	252
	255
	251
	250
	250
	248
	244
	245
	371
	374
	381
	377
	291.5 


   Table 5.1.1-8  Root mean square errors of geopotential height at 500 hPa against observations (m)

Southern Hemisphere (20-90S)

	Hours
	Jan
	Feb
	Mar
	Apr
	May
	Jun
	Jul
	Aug
	Sep
	Oct
	Nov
	Dec
	Ave

	24 
	14.2 
	16.1 
	17.1 
	17.9
	17.2
	19.1
	18.5
	18.3
	20.3
	17.7
	13.5
	12.4
	16.8 

	72 
	24.3 
	29.4 
	30.6 
	34.2
	36.0
	35.4
	37.0
	35.9
	32.3
	30.2
	25.8
	23.6
	31.2 

	120 
	43.7 
	51.9 
	56.2 
	63.4
	61.7
	62.4
	64.2
	67.2
	54.0
	49.7
	43.9
	42.2
	55.0 

	ob. num.
	29
	29
	26
	27
	28
	28
	29
	28
	48
	48
	47
	46
	34.4 


   Table 5.1.1-9  Root mean square of vector wind errors at 250 hPa against analysis (m/s)

Northern Hemisphere (20-90N)

	Hours
	Jan
	Feb
	Mar
	Apr
	May
	Jun
	Jul
	Aug
	Sep
	Oct
	Nov
	Dec
	Ave

	24 
	3.9 
	3.8 
	3.7 
	3.8
	3.9
	3.8
	3.7
	3.8
	3.7
	3.6
	3.4
	3.6
	3.7 

	72 
	8.2 
	8.2 
	8.0 
	8.3
	8.8
	8.7
	8.8
	8.8
	8.5
	8.6
	8.1
	8.4
	8.5 

	120 
	13.1 
	13.5 
	12.9 
	13.5
	13.9
	13.5
	13.5
	13.8
	13.9
	14.4
	13.0
	13.8
	13.6 


   Table 5.1.1-10  Root mean square of vector wind errors at 250 hPa against analysis (m/s)

Southern Hemisphere (20-90S)

	Hours
	Jan
	Feb
	Mar
	Apr
	May
	Jun
	Jul
	Aug
	Sep
	Oct
	Nov
	Dec
	Ave

	24 
	3.5 
	3.6 
	3.7 
	3.9
	3.9
	3.8
	3.8
	3.7
	3.9
	3.7
	3.6
	3.5
	3.7 

	72 
	8.7 
	9.5 
	9.7 
	9.9
	10.1
	9.6
	9.4
	9.1
	9.8
	8.7
	8.8
	8.7
	9.3 

	120 
	14.0 
	15.5 
	15.9 
	16.2
	15.8
	15.3
	15.6
	14.8
	15.5
	14.2
	14.1
	14.2
	15.1 


Table 5.1.1-11  Root mean square of vector wind errors at 250 hPa against observations (m/s)

North America

	Hours
	Jan
	Feb
	Mar
	Apr
	May
	Jun
	Jul
	Aug
	Sep
	Oct
	Nov
	Dec
	Ave

	24 
	6.5 
	6.3 
	6.1 
	6.1
	6.7
	6.5
	6.2
	5.9
	5.8
	5.8
	5.5
	5.7
	6.1 

	72 
	10.3 
	10.0 
	9.6 
	10.2
	11.7
	10.8
	9.9
	10.1
	9.9
	10.6
	10.8
	10.1
	10.3 

	120 
	15.3 
	16.7 
	14.3
	16.0
	17.5
	15.9
	13.8
	15.2
	15.3
	17.2
	16.4
	15.9
	15.8 

	ob. num.
	76
	75
	76
	76
	77
	78
	79
	79
	91
	90
	90
	88
	81.3 


   Table 5.1.1-12  Root mean square of vector wind errors at 250 hPa against observations (m/s)

Europe / North Africa

	Hours
	Jan
	Feb
	Mar
	Apr
	May
	Jun
	Jul
	Aug
	Sep
	Oct
	Nov
	Dec
	Ave

	24 
	5.5 
	5.3 
	5.2 
	5.1
	5.7
	5.1
	5.6
	5.8
	6.0
	5.9
	5.7
	5.5
	5.5 

	72 
	9.4 
	9.3 
	8.1 
	8.9
	9.9
	9.7
	9.9
	10.4
	10.7
	11.4
	9.5
	10.5
	9.8 

	120 
	16.9 
	15.3 
	14.3 
	14.2
	15.0
	14.5
	15.4
	17.2
	16.9
	18.9
	16.2
	17.2
	16.0 

	ob. num.
	53
	54
	53
	53
	52
	53
	52
	53
	66
	67
	67
	67
	57.5 


   Table 5.1.1-13  Root mean square of vector wind errors at 250 hPa against observations (m/s)

Asia

	Hours
	Jan
	Feb
	Mar
	Apr
	May
	Jun
	Jul
	Aug
	Sep
	Oct
	Nov
	Dec
	Ave

	24 
	5.5 
	5.4 
	6.0 
	6.7
	6.6
	6.7
	6.3
	6.4
	5.8
	5.2
	5.0
	4.9
	5.9 

	72 
	8.0 
	8.5 
	9.5 
	10.0
	10.7
	10.6
	10.4
	10.7
	9.3
	8.2
	8.1
	7.6
	9.3 

	120 
	11.4 
	12.1 
	14.2 
	13.6
	14.7
	14.4
	14.3
	14.7
	13.0
	12.3
	11.7
	11.9
	13.2 

	ob. num.
	56
	56
	55
	53
	54
	54
	54
	54
	117
	118
	120
	121
	76 


   Table 5.1.1-14  Root mean square of vector wind errors at 250 hPa against observations (m/s)

Australia / New Zealand

	Hours
	Jan
	Feb
	Mar
	Apr
	May
	Jun
	Jul
	Aug
	Sep
	Oct
	Nov
	Dec
	Ave

	24 
	5.5 
	6.2 
	5.8 
	6.2
	6.0
	6.5
	6.7
	5.3
	5.8
	6.3
	6.4
	6.1
	6.1 

	72 
	8.0 
	9.6 
	9.4 
	9.3
	9.2
	9.8
	10.0
	7.7
	8.2
	9.0
	9.6
	8.6
	9.0 

	120 
	11.2 
	14.7 
	14.4 
	13.7
	13.2
	14.1
	14.5
	12.7
	12.6
	12.9
	13.1
	13.7
	13.4 

	ob. num.
	19
	21
	17
	18
	20
	19
	17
	19
	20
	19
	19
	20
	19 


   Table 5.1.1-15  Root mean square of vector wind errors at 250 hPa against observations (m/s)

Northern Hemisphere (20-90N)

	Hours
	Jan
	Feb
	Mar
	Apr
	May
	Jun
	Jul
	Aug
	Sep
	Oct
	Nov
	Dec
	Ave

	24 
	5.8 
	5.6 
	5.6 
	5.8
	6.1
	5.9
	6.0
	6.0
	5.7
	5.4
	5.2
	5.2
	5.7 

	72 
	9.3 
	9.3 
	9.1 
	9.5
	10.5
	10.2
	10.2
	10.4
	9.7
	9.6
	9.1
	9.2
	9.7 

	120 
	14.6 
	14.9 
	14.1 
	14.7
	15.7
	14.9
	14.9
	15.8
	14.9
	15.7
	14.2
	14.5
	14.9 

	ob. num.
	242
	244
	243
	242
	245
	245
	244
	244
	371
	376
	377
	373
	287.2 


   Table 5.1.1-16  Root mean square of vector wind errors at 250 hPa against observations (m/s)

Southern Hemisphere (20-90S)

	Hours
	Jan
	Feb
	Mar
	Apr
	May
	Jun
	Jul
	Aug
	Sep
	Oct
	Nov
	Dec
	Ave

	24 
	5.9 
	6.2 
	6.1 
	6.4 
	6.6
	6.8
	7.0
	6.1
	6.4
	6.5
	6.5
	5.9
	6.4 

	72 
	8.8 
	10.3 
	10.1 
	10.9
	10.7
	10.6
	10.8
	9.5
	10.3
	9.6
	9.9
	8.8
	10.0 

	120 
	13.1 
	16.1 
	15.1 
	16.3
	15.7
	15.8
	16.3
	14.5
	15.2
	14.1
	14.0
	13.6
	15.0 

	ob. num.
	34
	36
	30
	31
	34
	34
	32
	34
	51
	50
	51
	53
	39.2 


   Table 5.1.1-17  Root mean square of vector wind errors at 850 hPa against analysis (m/s)

Tropic

	Hours
	Jan
	Feb
	Mar
	Apr
	May
	Jun
	Jul
	Aug
	Sep
	Oct
	Nov
	Dec
	Ave

	24 
	1.8 
	1.8 
	1.7 
	1.7
	1.7
	1.7
	1.7
	1.7
	1.8
	1.7
	1.6
	1.6
	1.7 

	72 
	3.1 
	3.2 
	3.0 
	2.8
	2.9
	2.9
	3.0
	3.0
	3.1
	3.0
	2.8
	2.9
	3.0 

	120 
	3.8 
	4.1 
	3.7 
	3.4
	3.6
	3.5
	3.8
	3.7
	3.9
	3.6
	3.5
	3.6
	3.7 


   Table 5.1.1-18  Root mean square of vector wind errors at 250 hPa against analysis (m/s)

Tropic

	Hours
	Jan
	Feb
	Mar
	Apr
	May
	Jun
	Jul
	Aug
	Sep
	Oct
	Nov
	Dec
	Ave

	24 
	3.8 
	3.8 
	3.5 
	3.5
	3.5
	3.4
	3.5
	3.4
	3.4
	3.2
	3.4
	3.5
	3.5 

	72 
	6.6 
	6.7 
	6.3 
	6.3
	6.5
	5.9
	6.1
	5.8
	6.1
	5.7
	6.0
	6.1
	6.2 

	120 
	8.2 
	8.6 
	7.9 
	8.1
	8.6
	7.6
	7.6
	7.3
	7.7
	7.4
	7.8
	7.7
	7.9 


   Table 5.1.1-19  Root mean square of vector wind errors at 850 hPa against observations (m/s)

Tropic

	Hours
	Jan
	Feb
	Mar
	Apr
	May
	Jun
	Jul
	Aug
	Sep
	Oct
	Nov
	Dec
	Ave

	24 
	3.9 
	3.9 
	3.7 
	3.5
	3.7
	4.0
	3.8
	3.8
	4.0
	3.8
	3.6
	3.6
	3.8 

	72 
	4.6 
	4.6 
	4.2 
	3.8
	4.2
	4.6
	4.4
	4.3
	4.6
	4.3
	4.0
	4.1
	4.3 

	120 
	5.1 
	5.4 
	4.6 
	4.1
	4.7
	4.9
	4.8
	4.8
	5.0
	4.7
	4.3
	4.7
	4.8 

	ob. num.
	32
	33
	33
	34
	33
	33
	32
	32
	60
	60
	61
	59
	41.8 


   Table 5.1.1-20  Root mean square of vector wind errors at 250 hPa against observations (m/s)

Tropic

	Hours
	Jan
	Feb
	Mar
	Apr
	May
	Jun
	Jul
	Aug
	Sep
	Oct
	Nov
	Dec
	Ave

	24 
	5.7 
	5.5 
	4.9 
	5.0
	5.3
	4.8
	5.1
	5.1
	5.2
	4.8
	4.8
	5.2
	5.1 

	72 
	7.6 
	7.5 
	6.5 
	6.7
	7.0
	6.2
	6.7
	6.7
	7.1
	6.3
	6.5
	6.9
	6.8 

	120 
	9.0 
	9.0 
	8.0 
	8.5
	8.7
	7.3
	7.9
	7.6
	8.9
	7.6
	7.8
	8.2
	8.2 

	ob. num.
	32
	33
	32
	33
	32
	33
	31
	32
	60
	60
	62
	62
	41.8 


Verification for One-week EPS is performed against analysis according to the Manual on GDPFS (WMO-No.485). The Brier Skill Score (BSS) for seasonal (DJF: December-January-February), MAM: March-April-May, JJA: June-July-August, SON: September-October-November) and annual averages in 2008 (December in 2007) are shown in Tables 5.1.1-21 - 5.1.1-26. 

   Table 5.1.1-21 BSS for geopotential height at 500 hPa over the Northern Hemisphere (20N-90N) 

	Hour
	Z500 anomaly +1.0 standard deviation
	Z500 anomaly +1.5 standard deviation
	Z500 anomaly +2.0 standard deviation

	
	DJF
	MAM
	JJA
	SON
	Annual
	DJF
	MAM
	JJA
	SON
	Annual
	DJF
	MAM
	JJA
	SON
	Annual

	24
	0.875 
	0.891 
	0.827 
	0.865 
	0.864 
	0.847 
	0.882 
	0.831 
	0.843 
	0.851 
	0.829 
	0.883 
	0.819 
	0.808 
	0.835 

	72
	0.696 
	0.707 
	0.627 
	0.701 
	0.683 
	0.658 
	0.690 
	0.619 
	0.660 
	0.657 
	0.628 
	0.686 
	0.590 
	0.590 
	0.624 

	120
	0.506 
	0.507 
	0.412 
	0.489 
	0.478 
	0.458 
	0.462 
	0.395 
	0.442 
	0.439 
	0.418 
	0.430 
	0.367 
	0.345 
	0.390 

	168
	0.349 
	0.318 
	0.223 
	0.306 
	0.299 
	0.281 
	0.269 
	0.209 
	0.255 
	0.254 
	0.218 
	0.237 
	0.179 
	0.158 
	0.198 

	Hour
	Z500 anomaly -1.0 standard deviation
	Z500 anomaly -1.5 standard deviation
	Z500 anomaly -2.0 standard deviation

	
	DJF
	MAM
	JJA
	SON
	Annual
	DJF
	MAM
	JJA
	SON
	Annual
	DJF
	MAM
	JJA
	SON
	Annual

	24
	0.850 
	0.855 
	0.805 
	0.854 
	0.841 
	0.809 
	0.826 
	0.766 
	0.829 
	0.807 
	0.761 
	0.810 
	0.731 
	0.805 
	0.777 

	72
	0.654 
	0.633 
	0.572 
	0.654 
	0.628 
	0.584 
	0.574 
	0.499 
	0.602 
	0.565 
	0.526 
	0.549 
	0.399 
	0.559 
	0.508 

	120
	0.443 
	0.418 
	0.318 
	0.423 
	0.401 
	0.373 
	0.335 
	0.218 
	0.352 
	0.320 
	0.298 
	0.286 
	0.103 
	0.279 
	0.242 

	168
	0.284 
	0.240 
	0.131 
	0.229 
	0.221 
	0.228 
	0.175 
	0.044 
	0.174 
	0.155 
	0.158 
	0.150 
	-0.048 
	0.119 
	0.095 


   Table 5.1.1-22 BSS for temperature at 850 hPa over the Northern Hemisphere (20N-90N) 

	Hour
	T850 anomaly +1.0 standard deviation
	T850 anomaly +1.5 standard deviation
	T850 anomaly +2.0 standard deviation

	
	DJF
	MAM
	JJA
	SON
	Annual
	DJF
	MAM
	JJA
	SON
	Annual
	DJF
	MAM
	JJA
	SON
	Annual

	24
	0.770 
	0.754 
	0.689 
	0.739 
	0.738 
	0.730 
	0.709 
	0.647 
	0.690 
	0.694 
	0.672 
	0.662 
	0.592 
	0.674 
	0.650 

	72
	0.565 
	0.550 
	0.437 
	0.523 
	0.519 
	0.505 
	0.478 
	0.391 
	0.454 
	0.457 
	0.445 
	0.418 
	0.308 
	0.447 
	0.405 

	120
	0.395 
	0.375 
	0.262 
	0.357 
	0.347 
	0.330 
	0.306 
	0.216 
	0.297 
	0.287 
	0.279 
	0.252 
	0.135 
	0.290 
	0.239 

	168
	0.265 
	0.227 
	0.122 
	0.222 
	0.209 
	0.204 
	0.173 
	0.094 
	0.173 
	0.161 
	0.167 
	0.136 
	0.046 
	0.150 
	0.125 

	Hour
	T850 anomaly -1.0 standard deviation
	T850 anomaly -1.5 standard deviation
	T850 anomaly -2.0 standard deviation

	
	DJF
	MAM
	JJA
	SON
	Annual
	DJF
	MAM
	JJA
	SON
	Annual
	DJF
	MAM
	JJA
	SON
	Annual

	24
	0.789 
	0.766 
	0.671 
	0.769 
	0.749 
	0.738 
	0.724 
	0.606 
	0.724 
	0.698 
	0.692 
	0.676 
	0.523 
	0.633 
	0.631 

	72
	0.609 
	0.553 
	0.367 
	0.564 
	0.523 
	0.542 
	0.497 
	0.263 
	0.501 
	0.451 
	0.487 
	0.448 
	0.155 
	0.394 
	0.371 

	120
	0.435 
	0.360 
	0.161 
	0.379 
	0.334 
	0.369 
	0.298 
	0.074 
	0.321 
	0.266 
	0.307 
	0.267 
	-0.025 
	0.207 
	0.189 

	168
	0.289 
	0.204 
	0.013 
	0.219 
	0.182 
	0.234 
	0.158 
	-0.054 
	0.164 
	0.125 
	0.190 
	0.128 
	-0.133 
	0.088 
	0.068 


   Table 5.1.1-23 BSS for geopotential height at 500 hPa over the Tropics (20S-20N) 

	Hour
	Z500 anomaly +1.0 standard deviation
	Z500 anomaly +1.5 standard deviation
	Z500 anomaly +2.0 standard deviation

	
	DJF
	MAM
	JJA
	SON
	Annual
	DJF
	MAM
	JJA
	SON
	Annual
	DJF
	MAM
	JJA
	SON
	Annual

	24
	0.631 
	0.647 
	0.592 
	0.688 
	0.639 
	0.607 
	0.613 
	0.575 
	0.617 
	0.603 
	0.480 
	0.566 
	0.493 
	0.495 
	0.508 

	72
	0.445 
	0.388 
	0.219 
	0.384 
	0.359 
	0.421 
	0.381 
	0.208 
	0.328 
	0.334 
	0.319 
	0.455 
	0.198 
	0.295 
	0.317 

	120
	0.317 
	0.242 
	0.101 
	0.165 
	0.206 
	0.272 
	0.197 
	0.106 
	0.137 
	0.178 
	0.171 
	0.153 
	0.082 
	0.123 
	0.132 

	168
	0.216 
	0.161 
	0.006 
	0.014 
	0.099 
	0.136 
	0.073 
	0.058 
	0.044 
	0.078 
	0.044 
	0.017 
	0.042 
	0.065 
	0.042 

	Hour
	Z500 anomaly -1.0 standard deviation
	Z500 anomaly -1.5 standard deviation
	Z500 anomaly -2.0 standard deviation

	
	DJF
	MAM
	JJA
	SON
	Annual
	DJF
	MAM
	JJA
	SON
	Annual
	DJF
	MAM
	JJA
	SON
	Annual

	24
	0.608 
	0.702 
	0.537 
	0.608 
	0.614 
	0.565 
	0.654 
	0.449 
	0.586 
	0.563 
	0.565 
	0.595 
	0.312 
	0.576 
	0.512 

	72
	0.229 
	0.350 
	-0.324 
	0.086 
	0.086 
	0.112 
	0.218 
	-0.754 
	-0.015 
	-0.110 
	0.079 
	0.039 
	-1.409 
	0.013 
	-0.319 

	120
	-0.093 
	0.177 
	-0.711 
	-0.406 
	-0.258 
	-0.333 
	0.031 
	-1.442 
	-0.814 
	-0.639 
	-0.404 
	-0.243 
	-2.494 
	-1.005 
	-1.037 

	168
	-0.335 
	0.014 
	-0.975 
	-0.716 
	-0.503 
	-0.654 
	-0.215 
	-1.810 
	-1.218 
	-0.974 
	-0.587 
	-0.505 
	-3.060 
	-1.503 
	-1.414 


   Table 5.1.1-24 BSS for temperature at 850 hPa over the Tropics (20S-20N) 

	Hour
	T850 anomaly +1.0 standard deviation
	T850 anomaly +1.5 standard deviation
	T850 anomaly +2.0 standard deviation

	
	DJF
	MAM
	JJA
	SON
	Annual
	DJF
	MAM
	JJA
	SON
	Annual
	DJF
	MAM
	JJA
	SON
	Annual

	24
	0.577 
	0.491 
	0.494 
	0.590 
	0.538 
	0.526 
	0.422 
	0.450 
	0.538 
	0.484 
	0.449 
	0.351 
	0.397 
	0.464 
	0.415 

	72
	0.337 
	0.220 
	0.186 
	0.323 
	0.267 
	0.287 
	0.178 
	0.165 
	0.271 
	0.225 
	0.225 
	0.142 
	0.142 
	0.216 
	0.181 

	120
	0.194 
	0.071 
	0.049 
	0.184 
	0.125 
	0.149 
	0.065 
	0.057 
	0.142 
	0.103 
	0.107 
	0.067 
	0.055 
	0.101 
	0.083 

	168
	0.119 
	-0.008 
	-0.021 
	0.105 
	0.049 
	0.083 
	0.006 
	0.000 
	0.073 
	0.040 
	0.048 
	0.017 
	0.008 
	0.050 
	0.031 

	Hour
	T850 anomaly -1.0 standard deviation
	T850 anomaly -1.5 standard deviation
	T850 anomaly -2.0 standard deviation

	
	DJF
	MAM
	JJA
	SON
	Annual
	DJF
	MAM
	JJA
	SON
	Annual
	DJF
	MAM
	JJA
	SON
	Annual

	24
	0.565 
	0.550 
	0.517 
	0.533 
	0.541 
	0.522 
	0.530 
	0.488 
	0.471 
	0.503 
	0.465 
	0.495 
	0.463 
	0.406 
	0.458 

	72
	0.259 
	0.248 
	0.151 
	0.256 
	0.228 
	0.208 
	0.227 
	0.133 
	0.205 
	0.193 
	0.169 
	0.187 
	0.132 
	0.158 
	0.162 

	120
	0.120 
	0.085 
	-0.058 
	0.137 
	0.071 
	0.086 
	0.090 
	-0.033 
	0.082 
	0.056 
	0.078 
	0.079 
	-0.003 
	0.029 
	0.046 

	168
	0.046 
	-0.009 
	-0.144 
	0.056 
	-0.013 
	0.030 
	0.014 
	-0.112 
	-0.013 
	-0.020 
	0.041 
	0.030 
	-0.066 
	-0.054 
	-0.013 


   Table 5.1.1-25 BSS for geopotential height at 500 hPa over the Southern Hemisphere (20S-90S) 

	Hour
	Z500 anomaly +1.0 standard deviation
	Z500 anomaly +1.5 standard deviation
	Z500 anomaly +2.0 standard deviation

	
	DJF
	MAM
	JJA
	SON
	Annual
	DJF
	MAM
	JJA
	SON
	Annual
	DJF
	MAM
	JJA
	SON
	Annual

	24
	0.854 
	0.874 
	0.886 
	0.874 
	0.872 
	0.828 
	0.858 
	0.880 
	0.851 
	0.854 
	0.779 
	0.825 
	0.835 
	0.800 
	0.810 

	72
	0.623 
	0.621 
	0.687 
	0.680 
	0.653 
	0.572 
	0.561 
	0.673 
	0.633 
	0.610 
	0.448 
	0.507 
	0.581 
	0.555 
	0.523 

	120
	0.367 
	0.321 
	0.417 
	0.419 
	0.381 
	0.295 
	0.251 
	0.380 
	0.352 
	0.320 
	0.134 
	0.165 
	0.223 
	0.201 
	0.181 

	168
	0.140 
	0.131 
	0.124 
	0.216 
	0.153 
	0.053 
	0.032 
	0.101 
	0.138 
	0.081 
	-0.093 
	-0.116 
	-0.018 
	0.031 
	-0.049 

	Hour
	Z500 anomaly -1.0 standard deviation
	Z500 anomaly -1.5 standard deviation
	Z500 anomaly -2.0 standard deviation

	
	DJF
	MAM
	JJA
	SON
	Annual
	DJF
	MAM
	JJA
	SON
	Annual
	DJF
	MAM
	JJA
	SON
	Annual

	24
	0.850 
	0.851 
	0.854 
	0.848 
	0.851 
	0.825 
	0.828 
	0.812 
	0.813 
	0.820 
	0.794 
	0.796 
	0.762 
	0.763 
	0.779 

	72
	0.600 
	0.584 
	0.592 
	0.575 
	0.588 
	0.540 
	0.525 
	0.488 
	0.507 
	0.515 
	0.449 
	0.464 
	0.378 
	0.383 
	0.419 

	120
	0.311 
	0.300 
	0.276 
	0.276 
	0.291 
	0.236 
	0.232 
	0.120 
	0.169 
	0.189 
	0.130 
	0.154 
	-0.033 
	0.023 
	0.069 

	168
	0.116 
	0.049 
	-0.005 
	0.025 
	0.046 
	0.043 
	0.001 
	-0.126 
	-0.080 
	-0.040 
	-0.044 
	-0.054 
	-0.271 
	-0.201 
	-0.142 


   Table 5.1.1-26 BSS for temperature at 850 hPa over the Southern Hemisphere (20S-90S) 

	Hour
	T850 anomaly +1.0 standard deviation
	T850 anomaly +1.5 standard deviation
	T850 anomaly +2.0 standard deviation

	
	DJF
	MAM
	JJA
	SON
	Annual
	DJF
	MAM
	JJA
	SON
	Annual
	DJF
	MAM
	JJA
	SON
	Annual

	24
	0.770 
	0.761 
	0.759 
	0.772 
	0.765 
	0.727 
	0.712 
	0.714 
	0.725 
	0.720 
	0.684 
	0.675 
	0.649 
	0.649 
	0.664 

	72
	0.500 
	0.453 
	0.476 
	0.503 
	0.483 
	0.426 
	0.371 
	0.399 
	0.430 
	0.407 
	0.333 
	0.305 
	0.296 
	0.297 
	0.308 

	120
	0.257 
	0.194 
	0.243 
	0.260 
	0.239 
	0.160 
	0.116 
	0.171 
	0.178 
	0.156 
	0.075 
	0.062 
	0.086 
	0.042 
	0.066 

	168
	0.081 
	0.027 
	0.017 
	0.112 
	0.059 
	0.004 
	-0.028 
	-0.012 
	0.043 
	0.002 
	-0.091 
	-0.099 
	-0.071 
	-0.050 
	-0.078 

	Hour
	T850 anomaly -1.0 standard deviation
	T850 anomaly -1.5 standard deviation
	T850 anomaly -2.0 standard deviation

	
	DJF
	MAM
	JJA
	SON
	Annual
	DJF
	MAM
	JJA
	SON
	Annual
	DJF
	MAM
	JJA
	SON
	Annual

	24
	0.786 
	0.760 
	0.763 
	0.792 
	0.775 
	0.792 
	0.716 
	0.700 
	0.762 
	0.743 
	0.845 
	0.627 
	0.623 
	0.740 
	0.708 

	72
	0.525 
	0.431 
	0.447 
	0.515 
	0.480 
	0.556 
	0.343 
	0.305 
	0.459 
	0.416 
	0.683 
	0.199 
	0.134 
	0.410 
	0.356 

	120
	0.312 
	0.145 
	0.153 
	0.259 
	0.217 
	0.386 
	0.056 
	-0.010 
	0.195 
	0.157 
	0.569 
	-0.079 
	-0.180 
	0.148 
	0.115 

	168
	0.175 
	-0.042 
	-0.067 
	0.084 
	0.038 
	0.300 
	-0.106 
	-0.199 
	0.040 
	0.009 
	0.520 
	-0.197 
	-0.330 
	0.033 
	0.007 


5.2
Research performed in this field

(1) Research on fuzzy verification in high-resolution forecasts
A Local Forecast Model with a grid spacing of 2 km has been developed at JMA, and its evaluation against the MSM is an important issue.

It is crucial to take the spatial scale dependency of an event into consideration to properly evaluate high-resolution model forecasts (such as those produced by the LFM), which are often underappreciated due to displacement error.

The Fractions Skill Score (FSS) is a new technique of fuzzy verification for high-resolution forecasting (Roberts and Lean, 2008), and provides a target skill and a spatial scale measure for skilful forecasts. We found that this spatial scale detectability is an appropriate approach for verification of the LFM. (Y. Ikuta and Y. Honda)
6.
Plans for the future (next 4 years)
6.1
Development of the GDPFS
6.1.1 
Major changes expected in the next year
(1) A further upgrade of the radiative transfer model is planned for satellite radiance data assimilation.

(2) The following satellite data will be assimilated: SSMIS microwave imager channel and sounding channel data, ASCAT/Metop microwave scatterometer data, GPS zenith total delay data, GPS radio-occultation data and hyper spectral infrared sounding data of AIRS/Aqua and IASI/Metop.
(3) A semi-Lagrangian advection scheme will be introduced into the tangent-linear and adjoint models of the global 4D-Var data assimilation system, and their horizontal resolution will be upgraded.
(4) Non-hydrostatic model-based 4D-Var will be implemented for mesoscale analysis.
(5) Plans are underway to introduce a coupled oceanic mixed layer-atmosphere model into medium-range deterministic forecasting.
(6) The introduction of stochastic physics into the One-week EPS is planned.
(7) A reduced Gaussian grid system will be implemented in the GSM of One-week EPS and Typhoon EPS to reduce the computational cost involved.
(8) The Kain-Fritsch scheme of the Meso-Scale Model will be upgraded.
(9) Operational use of the coupled atmosphere-ocean model for long-range forecasting will be started in February 2010 with a newly developed system based on the current ENSO prediction model.  The El Niño outlook will also be issued continuously based on the same model results.

6.1.2 
Major changes expected in the next 4 years

(1) The vertical resolution of the Global Spectral Model (GSM) will be enhanced from 60 layers to 100 layers by raising its top height.
(2) A simple biosphere model (SiB) will be implemented in the Meso-Scale Model (MSM).
(3) An urban canopy will be implemented in the SiB of the MSM.

(4) A mosaic surface scheme will be implemented in the MSM.

(5) The radiation scheme of the MSM will be upgraded. 

(6) Radar reflectivity will be assimilated into mesoscale analysis.

(7) Surface observation data will be assimilated into mesoscale analysis.

(8) The vertical resolution of the MSM will be enhanced after a supercomputer upgrade.

(9) In addition to the MSM, a new limited-area model will be launched with a grid spacing of 2 km after the supercomputer upgrade.

(10) The second long-term reanalysis project (JRA-55) will be conducted. 
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