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Country: Germany


Centre: NMC Offenbach
1. Summary of highlights

The modelling suite of DWD consists of three models, namely the global icosahedral-hexagonal grid point model GME (grid spacing 40 km, i.e. 368642 grid points/layer, 40 layers), the non-hydrostatic regional COSME-EU (COSMO model Europe, grid spacing 7 km, 665x657 grid points/layer, 40 layers), and finally the convection-resolving COSMO-DE, covering Germany and its surroundings with a grid spacing of 2.8 km, 421x461 grid points/layer and 50 layers.

The COSMO model (http://cosmo-model.cscs.ch/) is used operationally at the national meteorological services of Greece, Italy, Poland, Romania and Switzerland, and at the regional meteorological service in Bologna (Italy), too. Roshydromet, the national meteorological service of Russia, joined the COSMO group as an applicant member. The military weather service of Germany operates a relocatable version of the COSMO model for worldwide applications.

The high-resolution regional model HRM (http://www.met.gov.om/hrm/index.html) of DWD is being used as operational model with a grid spacing between 7 and 30 km and 25 to 40 layers at 26 national/regional meteorological services, namely Armenia, Bosnia-Herzegovina, Botswana, Brazil-INMET, Brazil-Navy, Bulgaria, China, Egypt, Georgia, Iran, Israel, Italy, Jordan, Kenya, Libya, Malaysia, Mozambique, Oman, Pakistan, Philippines, Romania, Senegal, Spain, Tanzania, United Arab Emirates and Vietnam. For lateral boundary conditions, GME data are sent via the internet to the HRM and COSMO model users up to four times per day.

The main improvements of DWD’s modelling suite included:

reduced turbulent mixing length and modified sub-grid scale cloudiness parameterization in the convection-resolving model COSMO-DE which lead to a dramatic improvement of the explicit simulation of airmass convection,

operational usage of a 3D-Var PSAS (Physical Space Assimilation System) for the global model GME since 17 September 2008 which allows a better exploitation of remote sensing data like ATOVS, and the

introduction of the sub-grid scale orography (SSO) scheme (Lott and Miller, 1997) in COSMO-EU on 12 November 2008 which lead to a pronounced reduction of the surface pressure and near surface wind bias,

Finally the complete operational NWP system was ported to the new computing environment at DWD in December 2008. The new computer system includes NEC SX vector nodes (sustained performance of 4.5 TFlop/s), Sun login nodes and SGI Altix data base servers.
2.
Equipment in use

2.1
Main computers

2.1.1
Two identical NEC SX-8R Clusters

Each Cluster:


Operating System NEC Super-UX 17.1


7 NEC SX-8R nodes (8 processors per node, 2.2 GHz, 35.2 GFlops/s peak processor

performance, 281.6 GFlops/s peak node performance)

1.97 TFlops/s peak system performance

64 GiB physical memory per node, complete system 448 GiB physical memory

NEC Internode crossbar switch IXS (bandwidth 16 GiB/s bidirectional)

FC SAN attached global disk space (NEC GFS), see 2.1.4
The NEC SX-8R clusters are interim systems for the NEC SX-9 clusters, see 2.1.2.

One NEC SX-8R cluster is used to run the operational weather forcasts; the second one 

serves as research and development system

2.1.2 Two NEC SX-9 Clusters

Each cluster:

Operating System NEC Super-UX 18.1


14 NEC SX-9 nodes (16 processors per node, 3.2 GHz, 102.4 GFlops/s peak processor

performance, 1638.4 GFlops/s peak node performance)

22.93 TFlops/s peak system performance

512 GiB physical memory per node, complete system 7 TiB physical memory

NEC Internode crossbar switch IXS (bandwidth 128 GiB/s bidirectional)

FC SAN attached global disk space (NEC GFS), see 2.1.4

One NEC SX-9 cluster is scheduled for the operational weather forecast, the other one for 

research and development.

2.1.3 
Two SUN X4600 Clusters
Each cluster:

Operating System SuSE Linux SLES 10

15 SUN X4600 nodes (8 AMD Opteron quad core CPUs per node, 2.3 GHz, 36.8 GFlops/s 

peak processor performance, 294.4 GFlops/s peak node performance)

4.4 TFlops/s peak system performance

128 GiB physical memory per node, complete system 1.875 TiB physical memory

Voltaire Infiniband Interconnect for multinode applications (bandwidth 10 GBit/s bidirectional) 

Network connectivity 10 Gbit Ethernet

FC SAN attached global disk space (NEC GFS), see 2.1.4
One SUN X4600 cluster is used to run operational tasks (pre-/post-processing, special 
product applications), the other one research and development tasks.
2.1.4
NEC Global Disk Space 
Two storage clusters: 80 TiB + 120 TiB

SAN based on 4 GBit/s FC-AL technology

4 GiB/s sustained aggregate performance

Software: NEC global filesystem GFS-II

Hardware components: NEC NV7300G High redundancy metadata server, 

NEC Storage D3-10

Both storage clusters are accessible from all systems in 2.1.1, 2.1.2, 2.1.3
2.1.5 
Three SGI Altix 4700 systems

SGI Altix 4700 systems are used as data handling systems for meteorological data

Redundancy Cluster SGI_1 consisting of 2 SGI Altix 4700 for operational tasks and research/development each with:

Operating System SuSE Linux SLES 10

92 Intel Itanium dual core processors 1.6 GHz 

1104 GiB physical memory

Network connectivity 10 Gbit Ethernet

290 TiB (SATA) and 30 TiB (SAS) disk space on redundancy cluster SGI_1 for meteorological data


Backup System SGI_B : one SGI Altix 4700 for operational tasks with

Operating System SuSE Linux SLES 10

24 Intel Itanium dual core processors 1.6 GHz 

288 GiB physical memory

Network connectivity 10 Gbit Ethernet

70 TiB (SATA) and 10 TiB (SAS) disk space for meteorological data
2.1.6
Sun Fire 4900 Server 

Operating System Solaris 9

2 Sun Fire 4900 Server (8 dual core processors, 1.2 GHz

32 GB of physical memory

40 TB of disk space for SAM-QFS filesystems 

50 Archives  (currently 2600 TB)

connected to 2 StorageTek Tape Libraries  via SAN


This failover cluster is used for HSM based archiving of meteorological data and forecasts:

2.1.7   Storage Tek SL8500 Tape Library

Attached are  56  FC-tape drives 

  20 x 9940 B   (200 GB, 30 MB/s)

16 x T10000A  (500 GB, 120 MB/s)

20 x T10000B  (1000 GB, 120 MB/s)

2.2
Networks

The main computers are interconnected via Gigabit Ethernet (Etherchannel) and

             connected to the LAN via Fast Ethernet

2.3
Special systems

2.3.1
Satellite data system

Windows 2000 Server 

The Windows System is used for receiving HRPT Data (direct readout) from 

· METOP (most passes)

· NOAA (most passes)

· FENGYUN (some passes)


and for receiving data (EUMETCast Ku-Band) from 

· METEOSAT 9 (all 15 min) 

The are two Windows servers at DWD, Offenbach and a backup receiving and processing system at AGeoBW, Traben-Trabach


LINUX Server

These server are used for receiving data (EUMETCast Ku-Band and C-Band) from 

· METEOSAT 9 (all 15 min)

· METEOSAT 8 (all 5 min)

· METEOSAT 7 (all 30 min)

· GOES-W (all 60 min)

· GOES-E (all 60 min)

· MTSAT (all 60 min)

· METOP (all passes)

· NOAA 17 + 18 (some passes)

· Jason 1 + 2

· MPEF products

· OSI SAF products 

There are four high performance servers at DWD, Offenbach and several servers at Regional Offices. 

FTP

Aqua and Tera MODIS data (2 to 3 passes per day) DWD get from AGeoBW, Traben-
            Trarbach

 
LINUX Server

A second LINUX server system is used for 

· navigation, calibration and projection of satellite images from all satellites, all time slots and all channels

· preparation of several products with SAF Nowcasting software or DWD software (like  Snow Cover, Vegetation Cover, Drought Index)

· preparation of several MPEF and SAF products (like Ice Concentration, Scatterometer winds, Multi Sensor Precipitation Estimate, Global Cloud Type) delivered with EUMETCast 

The images and products are produced for several regions world wide with different resolution from 250 m to 8 km. There are internal (NinJo, NWP) and external users (e.g. Internet).

There are five servers used for operational service and two servers for backup service.

HPC (High Performance Computer)

The SAF on Climate Monitoring is based at DWD. The Climate SAF continue to generate and archive high-quality datasets for specific climate application areas, through the exploitation of satellite measurements with state-of-the art algorithms. Development activities concentrate on the improvement of the existing products, the introduction of new products, but also the preparation of data sets through reprocessing of archived data with the best algorithms. These activities cover the objectives of various international programmes (such as GCOS, WCP and WCRP) and are also vital for activities with on the GEO and GMES framework. The Climate SAF is using HPC at DWD and ECMWF.

GTS

Most satellite products (like AMV, SST, Sounding Data) used for NWP were received by GTS and EARS (EUMETSAT ATOVS Retransmission Service as part of EUMETCast).

Receiving and processing of satellite data is part of the DWD process “data extraction and data management”.

The processed satellite data, like standard satellite images, several false colour images, nowcasting products, are mostly used by DWD processes “Weather Forecast and Weather Warnings”, “Aviation Meteorology” and “Maritime Meteorology” for weather monitoring and nowcasting. 

Altimeter Data are used from DWD process “Maritime Meteorology” for sea state prediction.

Special satellite products are used by DWD process “Hydro Meteorology”.

Satellite data are used and specific products are generated by DWD process “Climate and Environment” for climate research.

Satellite data like radiances,  AMVs and Scatterometer winds, Vegetation Cover, Snow Cover are used from DWD process “Development” for NWP assimilation.

2.3.2      Graphical System
Starting in 1995 up to 2006 a Unix-based graphical Work-Station-System called MAP (Meteorological  Application and Presentation System) for representation of all kind of observational and model data was in use in operational forecasting and research. The system has been very successful in daily practice but finally came to the limit of its means. The follow-up system NinJo (NinJo is an artificial name) is based on a JAVA-Software and allows for a variety of applications far beyond of the means of MAP. As development of the software is very laborious and expensive the NinJo Project was realized in companionship with DWD, the Meteorological Service of Canada, MeteoSwiss, the Danish Meteorological Institute and the Geoinformation Service of the German Forces. The hardware consists of powerful servers combined with interactive NinJo-client workstations. 
NinJo is an all-encompassing tool for anybody whose work involves the processing of meteorological information, from raw data right to the forecasting. 

For the user the main window is just the framework around the various areas of work. Of course it is possible to divide up the displayed image over several screens. All products generated interactively on the screen can be generated in batch mode as well. Besides 2D-displays of data distributed over an extensive area also diagrams (e.g. tephigrams for radio soundings, meteograms or cross sections) can be produced. 
Depending on the task to be accomplished it is possible to work with a variable number of data layers. There are layers for processing observational data such as measured values from stations, radar images etc. right through to finished products such as weather maps, storm warnings etc. Data sources are generally constantly updated files in the relevant formats.

The NinJo workstation software comprises an

· modern meteorological workstation system with multi-window technology

· easily integrated geographical map displays

· meteograms, cross-sections, radiosoundings as skew-T-log-p or Stüve-diagrams

· a subsystem for monitoring of incoming data called Automon
· flexible client-server architecture
· high configurability via XML and immediate applicability without altering code

Tools for interactive and automatic product generation like surface analyses, surface prognostic charts and significant weather charts are being developed. 

A typical installation of the NinJo workstation on the forecasters desktop uses two screens. On a wide screen the weather situation can be presented in an animation. 
2.3.3
Telecommunication system

The Meteorological Telecommunications System Offenbach (MTSO) is realized on a High-Availability-Primecluster with two Primergy RX300 S3 Computers (Fujitsu Siemens Computers) running on Novell Linux SLES10 systemsoftware and RMS clustersoftware. 


The belonging MSS (MovingWeather-IBL) and AFD (http://www.dwd.de/AFD) Applications are communicating in real time via the GTS (RMDCN and leased lines), national and international PTT networks and the Internet with WMO-Partners and global  customers like ESOC, EUMETSAT, ECMWF and DFS. 

3.
Data and Products from GTS in use


At present nearly all observational data from the GTS are used. GRIB data from France and GRIB data from the UK, the US and the ECMWF are used. In addition most of the OPMET data are used.

Typical data input per day:
· SYNOP


41.000

· BUOY


4.000

· SHIP


7.800

· TEMP A

  
  1.500

· METAR

          118.000

· PILOT A

                  380

· AIREP


6.500

· AMDAR


18.100

· SATEM A

 
21.000

· SATOB (section 2-7)
  

  1.900

· GRIB


64.500

BUFR


256.000
4.
Forecasting system
4.1
System run schedule and forecast ranges

Preprocessing of GTS-data runs on a quasi-real-time basis about every 6 minutes on Sun Opteron clusters. Independent 4-dim. data assimilation suites are performed for all three NWP models, GME, COSMO-EU and COSMO-DE. For GME, analyses are derived for the eight analysis times 00, 03, 06, 09, 12, 15, 18 and 21 UTC based on a 3D-Var (PSAS) scheme. For COSMO-EU and COSMO-DE, a continuous data assimilation system based on the nudging approach provides analyses at hourly intervals.

Forecast runs of GME and COSMO-EU with a data cut-off of 2h 14 min after the main synoptic hours 00, 06, 12 and 18 UTC consist of 78-h (48-h for 06 and 18 UTC) forecasts for COSMO-EU and 174-h forecasts (48-h for 00 and 18 UTC) of the GME. 21-h forecasts are performed for COSMO-DE eight times per day with a very short data cut-off of 30 minutes after 00, 03, 06, …, 18 and 21 UTC. Additionally, three ocean wave models (3rd generation WAM), the global GSM, Mediterranean MSM and local wave model (North, Baltic and Adriatic Sea areas) LSM provide guidance about wind sea and swell based on 00 and 12 UTC wind forecasts of GME and COSMO-EU.

4.2
Medium range forecasting system (4-10 days)
4.2.1
Data assimilation, objective analysis and initialization

4.2.1.1
In operation

As far as GME is in use for medium range forecasting, the same procedures are applied as for short range forecasting described in item 4.3

4.2.1.2
Research performed in this field

See 4.3.1.2

4.2.2
Model

4.2.2.1 In operation

Medium range forecasts at the DWD are mainly based on the ECMWF system (deterministic model and EPS). Additionally, GME (see 4.3) forecasts up to 7 days augment the model guidance available.
4.2.2.2
Research performed in this field

High resolution global model GME 20 and 30 km / L60
Since January 2008 a version of GME with a grid spacing of 20 and 30 km and 60 levels (top model layer at 5 hPa) is running daily at ECMWF (Reading, UK) starting from the interpolated analysis of ECMWF's IFS model. The 30 km / L60 resolution of GME will become operational at DWD in Q3, 2009. These high resolution runs are compared with a GME with 40 km mesh size and 40 levels (top model layer at 10 hPa) like the present operational model at DWD, and a set up with the operational horizontal resolution of 40 km and 60 levels. 

In addition the runs with 40 km and 40 levels provide initial and boundary conditions for daily tests with different versions of the limited area model COSMO-EU at ECMWF.
(H. Frank)

4.2.3 Operationally available Numerical Weather Prediction Products

ECMWF and GME global forecasts are available up to day 7.  

See Section 4.3.1.1 for GME products.

4.2.4
Operational techniques for application of NWP products 
4.2.4.1 In operation

ECMWF-EPS-data and MOS applied to the GME and ECMWF model are in use to produce medium-range forecasts up to day 7 with an outlook up to day 10. A statistical PPM-based interpretation scheme applied to both ECMWF and GME forecasts is still in use, too. Forecasts are provided for the public both in tabular form and in plain language. The forecasts in tabular form comprise the parameters daily maximum and minimum temperatures, relative sunshine duration, daily precipitation amount and probability, probability of snow, wind speed and direction, probability of thunderstorm, probability of fog. Medium-range forecasts in plain language are produced by forecasters in the Central Forecast Office in Offenbach. In addition to this the automatic text production is  in use for worldwide forecasts, which are available by dialling a premium rate number on a fax machine, on a telephone answering device or on mobile telephones using short message system (SMS). The latter ones are produced however without forecasters’ intervention.
Progress was made in medium range forecasting concerning the risk assessment of extreme weather for the forecast interval 120 hours down to 36 hours by synoptic interpretation of model results in combination with the evaluation of the COSMO-LEPS (Limited Area Ensemble Prediction System) and EFI- (extreme forecast index) charts, provided by ECMWF. COSMO-LEPS is a dynamical downscaling of the ECMWF EPS, and was developed by the COSMO-Consortium (Members are Germany, Greece, Italy, Poland and Switzerland). The risk-assessment is made available as a bulletin called “5 day forecast of weather risks” and includes the probability of certain severe weather events like storm, heavy precipitation, severe thunderstorm situations, widespread snowfall or freezing precipitation, heat and cold waves. The bulletin is produced once a day in the late morning with actualisation according to new model results in the evening or night hours if necessary. It is available for the regional offices within DWD and for the public via the internet.

Agrometeorological forecasts cover a wide range of applications aiming at a reduction of the use of insecticides and fungicides or at an optimization of the water supply to plants. NWP results are combined with additional models which calculate the drying of leaves or the temperature and water balance in the ground.
4.2.4.2
Research performed in this field

Further refinement of physical modelling. 
4.2.5
Ensemble Prediction System (EPS)

4.2.5.1
In operation

The EPS of ECMWF is in use for operational forecasting. A downscaling-system  of the EPS with the name LEPS (Limited Area Ensemble Prediction System) is in operation. LEPS has been developed by the COSMO group ( Committee on Small Scale Modelling ) under the leadership of ARPA-SIM, Bologna. From an ensemble of 16 forecasts for middle and southern Europe computed once daily with a horizontal grid distance of 10 km probability forecasts can be derived. The input data for LEPS are provided by16 representative members taken from the global ensemble. 
4.2.5.2 Research performed in this field

Further research is done by ARPA-SIM, Bologna
4.2.5.3 Operationally available EPS Products

Primarily ECMWF EPS products like EPS-Meteograms and a variety of parameters derived like maximum and minimum temperatures and probabilities of snow for instance are available. The Extreme Forecast Index (EFI) is in use for early warning. 

From COSMO LEPS probability charts are available for middle and southern Europe which give information whether  accumulated rain or snow, wind gusts, temperatures or CAPE values will exceed thresholds defined by warning requirements. The products are available up to 120 hours. 
4.3
Short-range forecasting system (0-72 hrs)

Operational short-range forecasting is based on the products available from the global model GME (grid spacing of 40 km, 40 layers) and the non-hydrostatic limited area model COSMO-EU (grid spacing of 7 km, 665x657 grid points/layer, 40 layers), where COSMO-EU covers the time period up to 78 hours from 00 and 12 UTC (48 hours from 06 and 18 UTC). COSMO-EU is nested in the GME with an updating of the lateral boundary values at hourly intervals.

For nowcasting and very short range forecasts (up to 21 hours) the convection-resolving meso-gamma scale model COSMO-DE (grid spacing of 2.8 km, 421x461 grid points/layer and 50 layers) provides numerical guidance eight times per day with a very short data cut-off of 30 minutes. Lateral boundary conditions of COSMO-DE are derived from COSMO-EU forecasts.

Fig. 1 shows the domains and topographies of the three operational models of DWD, namely the global model GME and the regional models COSMO-EU and COSMO-DE.
[image: image4.png]



4.3.1
Data assimilation, objective analysis and initialization

4.3.1.1
In operation
Global Model (GME)

a) Global analysis of mass,  wind field and humidity 

Analysis method
Three-dimensional variational assimilation in observation space. Background 
     error covariance matrix  in wavelet representation. Direct use of satellite radiances
Analysed variables
ps, T, u, v, Rel. Hum.; Ozone from ECMWF analysis (12 UTC)

Horizontal anal. grid
Icosahedral grid of the GME  ( average mesh size of 40 km )

Vertical resolution
40 hybrid layers (see GME)

Products

a)  On icosahedral-hexagonal grid of the GME
    


     (368642 gridpoints/layer, 40 layers)

     


     Variables: ps, T, u, v, qv, qc, qi, o3

b)  On a regular geographical grid, 720 x 361 points (0.5° x 0.5°)

     12 pressure levels 1000, 950, 850, 700, 500, ..., 50 hPa

     Variables: pmsl, T, (, u, v, Rel. Hum.

Assimilation scheme
Intermittent data assimilation. Insertion of data every 3 hours. 3-h forecast 


used as first guess. All observations within a ( 1.5-h window used as 



synoptic. Cut-off time 2 h 14 min for main forecast runs.

Initialization

Incremental digital filtering initialization (Lynch, 1997) consisting of 

a 3-h adiabatic backward run and a 3-h diabatic forward run centered

at the initial time. The filtering is performed in vertical mode space; only the external mode plus the first nine internal ones are filtered.

b) Global analysis of surface parameters

Analysis method
Correction method

Analysed variables
Sea surface temperature (SST), sea ice and snow cover

Horizontal anal. grid
On icosahedral-hexagonal grid of the GME (average mesh size of 40 km)

Data used

SST, sea ice:
Synop-Ship, NCEP-SST analysis as background, 

 NCEP analysis of sea ice distribution.




Snow cover: 
Snow depth, present and past weather, precipitation amount, 






temperature analysis. History taken into account. 

 NCEP analysis of snow cover.

Limited area model COSMO-EU

a) Limited-area analysis of atmospheric fields

The data assimilation system for the COSMO-EU is based on the observation nudging technique (Schraff, 1997). The variables nudged are the horizontal wind, temperature, and humidity at all model layers, and pressure at the lowest model level. The lateral spreading of the observational information is horizontal, or optionally along model layers or isentropic surfaces. At present, the scheme uses operationally only conventional data of type TEMP, PILOT, SYNOP, BUOY, AMDAR and Wind Profiler.

Analysis method
Observation nudging technique

Analysed variables
p, T, u, v, Rel. Hum.

Horizontal anal. grid
665 x 657 points (0.0625° x 0.0625°) on a rotated latitude/longitude grid

Vertical resolution
40 hybrid layers

Products

All analysis products are given on the 665 x 657 grid and available at




hourly intervals.




a)  On the 40 layers 

     Variables: p, T, u, v, w, qv, qc, qi, qrain, qsnow, TKE
b)  On 10 pressure levels (1000, 950, 850, 700, 500, ..., 200 hPa)

     Variables: pmsl, (, T, u, v, (, Rel. Hum.

c)   On 4 constant height levels (1000, 2000, 3000, 5000 m)




      Variables: p, T, u, v, w, Rel. Hum.

Assimilation scheme
Continuous data assimilation in 3-h cycles.

Cut-off time 2 h 14 min for COSMO-EU runs.

Initialization

None

b)       Limited-area analysis of soil moisture

Analysis method
2-dimensional (vertical and temporal) variational technique

Analysed variables
Soil moisture of two soil layers at 00 UTC

Horizontal anal. grid
665 x 657 points (0.0625° x 0.0625°) on a rotated latitude/longitude grid

Data used

2-m temperature analyses at 12 and 15 UTC

c) Limited-area analysis of other surface parameters

Analysis method
Correction methods

Analysed variables
Sea surface temperature (SST) and sea ice cover, snow cover,




temperature and relative humidity at 2 m

Horizontal anal. grid
665 x 657 points (0.0625° x 0.0625°) on a rotated latitude/longitude grid

Data used
SST:  Synop-Ship, US-data of ice border, sea ice cover analysis from BSH      (German Institute for shipping and hydrology) for the Baltic Sea and indirectly satellite data (via NCEP-SST and GME_SST analyses).




Snow cover: Snow depth, present and past weather, precipitation amount, 




2-m temperature analysis (plus model prediction).

Convection-resolving model COSMO-DE

d) Limited-area analysis of atmospheric fields

The data assimilation system for the COSMO-DE is based on the observation nudging technique (Schraff, 1997). The variables nudged are the horizontal wind, temperature, and humidity at all model layers, and pressure at the lowest model level. The lateral spreading of the observational information is horizontal, or optionally along model layers or isentropic surfaces. At present, the scheme uses operationally conventional data of type TEMP, PILOT, SYNOP, BUOY,  AMDAR and Wind Profiler. Additionally, radar observations (5-min precipitation scan) are included via the latent heat nudging method. 

Analysis method
Observation nudging technique and latent heat nudging method

Analysed variables
p, T, u, v, Rel. Hum.

Horizontal anal. grid
421x461 points (0.025° x 0.025°) on a rotated latitude/longitude grid

Vertical resolution
50 hybrid layers

Products

All analysis products are given on the 421x461 grid and available at




hourly intervals.




a)  On the 50 layers 

     Variables: p, T, u, v, w, qv, qc, qi, qrain, qsnow, qgraupel, TKE
b)  On 10 pressure levels (1000, 950, 850, 700, 500, ..., 200 hPa)

     Variables: pmsl, (, T, u, v, (, Rel. Hum.

c)   On 4 constant height levels (1000, 2000, 3000, 5000 m)




      Variables: p, T, u, v, w, Rel. Hum.

Assimilation scheme
Continuous data assimilation in 3-h cycles.

Cut-off time 30 min for COSMO-DE runs.

Initialization

None

e) Limited-area analysis of other surface parameters

Analysis method
Correction methods

Analysed variables
Sea surface temperature (SST) and sea ice cover, snow cover,




temperature and relative humidity at 2 m

Horizontal anal. grid
421 x 461points (0.025° x 0.025°) on a rotated latitude/longitude grid

Data used
SST:  Synop-Ship, US-data of ice border, sea ice cover analysis from BSH      (German Institute for shipping and hydrology) for the Baltic Sea and indirectly satellite data (via NCEP-SST and GME_SST analyses).




Snow cover: Snow depth, present and past weather, precipitation amount, 




2-m temperature analysis (plus model prediction)
4.3.1.2
Research performed in this field

Ensemble Transform Kalman Filter  assimilation for GME and COSMO models
An ensemble prediction system for the short range is being developed. The initial  states will be provided by an ensemble Kalman filter type assimilation system. A first implementation will follow the local ensemble transform technique. The aim is to share components between the models involved.  
(A. Rhodin, C. Schraff,  H. Reich)

Assimilation of satellite radiances in the global model GME
Work is in progress to assimilate more remote sensing data. They include AIRS/IASI radiances, scatterometer winds, radio-occultation data and humidity information from the microwaves sensors.
 (R Hess D. Pingel, A. Cress, M. Kuvatov, C. Köpken-Watts) 
Assimilation of satellite radiances in the regional model COSMO-EU
In progress is the assimilation of AMSU-A, SEVIRI and AIRS/IASI radiances over land using instantaneous one dimensional variational retrievals in combination with a continuous nudging scheme.

(R Hess, C. Schraff)

Variational soil moisture assimilation
An efficient scheme for the parameterisation of the gradient of the screen level parameters with respect to soil moisture has been developed and implemented. It reduces the computational cost of the variational soil moisture assimilation scheme (Hess, 2001). It has been tested with good results in the COSMO-EU model.

The method has been implemented in the global GME model system, testing has already started. Presently only observations of 2m temperature are used to analyse soil moisture, the additional use of humidity information (dew point temperature at 2m) is planned. A first version of the global SMA is planned to become operational mid of 2009..
(M. Lange, W. Wergen)

4.3.2
Model

4.3.2.1
In operation
a) 
Schematic summary of the Global Model GME

Domain

Global

Initial data time
00, 06, 12, 18 UTC

Forecast range
174 h (from 00 and 12 UTC), 48 h (from 06 and 18 UTC)

Prognostic variables
ps, T, u, v, qv, qc, qi, o3

Vertical coordinate
hybrid sigma/pressure  (Simmons and Burridge, 1981), 40 layers

Vertical discretization
Finite-difference, energy and angular-momentum conserving

Horizontal grid

Icosahedral-hexagonal (Sadourny et al., 1968), mesh size between 

37 and 43 km, average mesh size 40 km; Arakawa-A grid

Horiz. discretization
Finite-difference, second order

Time integration
3-time-level, leapfrog, split semi-implicit scheme, (t = 133.33 s, time filter.




For moisture variables (water vapour, cloud water, cloud ice): 

Positive-definite, shape-preserving horizontal advection (SL-scheme).

Horizontal diffusion
Linear, fourth order

Orography

Grid-scale average based on a 1-km data set

Parameterizations
Surface fluxes based on local roughness length and stability (Louis, 1979)




Free-atmosphere turbulent fluxes based on a level-two scheme 

(Mellor and Yamada, 1974)

Sub-grid scale orographic effects (blocking and gravity wave drag) based 

on Lott and Miller, 1997
Radiation scheme (two-stream with two solar and five longwave intervals)

after Ritter and Geleyn (1992), full cloud-radiation feedback based on

predicted clouds

Mass flux convection scheme after Tiedtke (1989)
Kessler-type grid-scale precipitation scheme with parameterized cloud

microphysics

7-layer soil model (Heise and Schrodin, 2002) including simple vegetation

and snow cover; prescribed climatological value for temperature at about 

14 m depth.

Over water: Fixed SST from SST analysis over open water; for ice-covered

ocean areas a sea ice model provides ice thickness and temperature;

roughness length according to Charnock´s formula in ice-free areas.

Analyses and forecasts (up to 120 h) data of GME are sent up to four times per day (for 00, 06, 12 and 18 UTC) via the Internet to several other national weather services (Armenia, Bosnia-Herzegovina, Botswana, Brazil, Bulgaria, China, Egypt, Georgia, Greece, Iran, Israel, Italy, Kenya, Libya, Malaysia, Mozambique, Oman, Pakistan, Philippines, Poland, Romania, Senegal, Serbia, Spain, Switzerland, Tanzania, United Arab Emirates and Vietnam). These data serve as initial and lateral boundary data for regional modelling. For a detailed description of GME, see Majewski, 1998 and Majewski et al., 2002.

b)
Schematic summary of the limited area model COSMO-EU

Domain

Europe

Initial data time
00, 06, 12, 18 UTC

Forecast range
78 h (48 h for 06 and 18 UTC)

Prognostic variables
p, T, u, v, w, qv, qc, qi, qrain, qsnow,  TKE

Vertical coordinate
Generalized terrain-following, 40 layers

Vertical discretization
Finite-difference, second order

Horizontal grid

665 x 657 points (0.0625° x 0.0625°) on a rotated latitude/longitude grid,

mesh size 7 km; Arakawa-C grid, see Fig. 1.

Horiz. discretization
Finite-difference, second order

Time integration
Three-time-level, leapfrog, split explicit scheme (Klemp and 

Wilhelmson, 1978) with the extensions proposed by 

Skamarock and Klemp (1992), (t = 40 s, time filter.

Horizontal diffusion
Linear, fourth order

Orography
Grid-scale average based on a 1-km data set. Topography has been filtered to remove grid-scale structures

Parameterizations
Surface fluxes based on local roughness length and stability (Louis, 1979)

Free-atmosphere turbulent fluxes based on a level-2.5 scheme with prognostic TKE (Mellor and Yamada, 1974)

Radiation scheme (two-stream with two solar and five longwave intervals)

after Ritter and Geleyn (1992), full cloud-radiation feedback based on

predicted clouds

Mass flux convection scheme after Tiedtke (1989)
Kessler-type grid-scale precipitation scheme with parameterized cloud

microphysics

7-layer soil model (Heise and Schrodin, 2002) including simple vegetation

and snow cover; prescribed climatological value for temperature at about 

14 m depth.

Over water: Fixed SST from SST analysis; roughness length according to

Charnock´s formula

4.3.2.2
Research performed in this field

Revision of the soil model and external parameters in COSMO-EU/DE

A perennial validation of the soil-vegetation-atmosphere transfer model TERRA in stand-alone mode at GEWEX-CEOP measurement sites (http://www.gewex.org/ceop.htm) showed that the annual cycle of simulated soil moisture is sensitive to the parameterization of evapotranspiration (bare-soil evaporation, root-density distribution) and external parameters of vegetation (plant coverage, leaf-area index).

Together with incorporation of additional external parameter fields in the COSMO model (stomatal resistance and thermal emissivity depending on position, annual cycle of plant coverage and leaf-area index based on climatological NDVI data) the modification of the parameterization of bare-soil evaporation and root-density distribution is in progress. Further benefit is expected with respect to minimize increments of the 1D-Var soil moisture analysis in COSMO-EU.
 (J. Helmert, H. Asensio, M. Lange, G. Vogel, B. Ritter)

A new reference atmosphere for the COSMO model

Up to now, the reference atmosphere in the COSMO model is based on the assumption dT/dlnp = const, which implies that dT/dz becomes increasingly negative with increasing height. This is far from reality in the stratosphere and imposes a severe limitation on the possible vertical extent of the model domain: with the current default parameters, the reference temperature reaches 0 K at a height of 28.9 km. To remove this limitation, an alternative reference atmosphere has been implemented that also starts from a specified sea-level temperature but exponentially approaches an asymptotic stratospheric reference temperature. Thus, there is no longer an upper limit to the vertical extent of the model domain. As for the existing reference atmosphere, the new temperature profile allows for an analytical integration of the hydrostatic equation, so that the numerical accuracy of the pressure gradient term can be optimized in the same way. Preoperational tests indicate that the new reference atmosphere tends to reduce the pressure forecast errors.

(G. Zängl)

Towards potential temperature as a prognostic variable

Attempts are ongoing to foster the use of conserved quantities as prognostic variables in the COSMO model. As a first step, an option has been implemented to use potential temperature instead of actual (physical) temperature as prognostic variable in the dynamical core. This removes the divergence term from the thermodynamic equation and potentially reduces the accumulation of discretization errors over steep topography, where adiabatic cooling along terrain-following coordinate surfaces otherwise needs to be balanced by the respective metric term. The test results available so far for a mesh size of 7 km (COSMO-EU) indicate fairly little impact on the model skill, but this may change when going to higher resolutions. Computational efficiency appears to be slightly improved because the reduced number of terms in the fast-wave solver dominates the additional expense for converting temperature to potential temperature.

(G. Zängl)

Separated horizontal shear mode and SSO wake production term for TKE

In order to provide aviation with better information about atmospheric turbulence, we want to derive a reliable estimate of the atmospheric eddy dissipation rate (EDR) from our COSMO model. For that purpose we pursue in two directions: On the one hand we try to improve the direct EDR output of our 2-nd order turbulence model; and on the other hand we want to achieve a further improvement by combining this property with additional model derived turbulence parameters using a statistical regression model.

Relating to the first effort, we realised that a main shortcoming of current turbulence schemes used in NWP models is the fact that turbulence closure is valid only for a special class of sub grid scale (SGS) processes, whereas the presence of non turbulent SGS processes usually is not considered consistently. In contrast to efforts focussing on the derivation of more general closure assumptions, we act on the opinion that a practical generalisation can only be obtained by scale separation. This means the partition of SGS processes into sub classes so that rather simple specific closure assumptions are valid for each sub class, which is related to an appropriate specific length scale value. Hence the application of a double filter approach formally leads to a separated turbulence scheme interacting with other SGS processes, which needs to be described using other closure assumptions. In particular there appear scale interaction terms in our prognostic equation for turbulent kinetic energy (TKE). In a first approach we introduced a separated SGS horizontal shear mode with its own length scale and velocity scale being maintained mainly by horizontal shear production being in equilibrium with a scale transfer towards the turbulent modes. Further we introduced a similar interaction term related to wake production caused by SGS orography (SSO) of the earth, which we deduced from the momentum sink terms of our SSO scheme. Both terms have the potential to simulate clear air turbulence production, either related to horizontal shear in frontal zones and near the jet stream or triggered by SSO.
(M. Raschendorfer)
Prognostic treatment of hydrometeors in GME
The cloud microphysical scheme including prognostic treatment of the precipitation phases of the COSMO model describing the cloud microphysics and precipitation processes on the grid-scale has been implemented in the global model GME in order to improve the precipitation forecast. It includes the advection of rain and snow which cannot be neglected at higher horizontal resolutions like 20 km or less. The 3D advection of rain and snow is based on a semi-Lagrangian approach. Currently detailed evaluations are performed with new scheme which will go operational with the planned 30 km / L60 version of GME in Q§, 2009. 

(K. Fröhlich)

4.3.3
Operationally available NWP products
Short-range forecasts are based on direct model output (DMO) of the GME, COSMO-EU and COSMO-DE, and on statistically corrected values (simple Kalman filtering). MOS-Mix guidance based on GME and ECMWF data is provided, too.

4.3.4    Operational techniques for application of NWP products

4.3.4.1 In operation

Forecasts are produced partly automatically, based on the data listed in 4.3. Forecasts in plain language and warnings for the public and for aviation are produced by meteorologists. Any kinds of fields, DMO and MOS-data are available and used in combination with nowcasting techniques. Forecasts of significant weather (SWC) for Middle Europe are produced on the base of COSMO-EU and special techniques. NWP results are used for a variety of further applications. Some of these applications are briefly described below.

DMO is used for the production of any weather situation imaginable in 2-D or 3-D modules as still picture, dynamic graphics, or as a complete film. A graphics system developed for the visualization of meteorological data supports the interactive or automatic presentation of DMO in single images or image sequences.

Short range forecasts of weather and temperature in pictorial form are automatically produced for online presentation on the Internet using MOS forecasts of GME (worldwide and national) and Kalman filtered COSMO-EU (national).

The state of road surfaces (road surface temperature and road surface condition) is predicted by a road weather forecast system (AutoSWIS – Automatisches Strassenzustands- und Wetter-Informations-System) using MOS data based on GME and ECMWF and an energy balance model of the road surface.

The influence of weather on human health is forecasted using a bio-synoptical weather classification scheme and the predicted vorticity, temperature and humidity in the surfaces 900, 850, 700 and 500 hPa. The thermal strain on a prototype human being is calculated by a physiologically relevant energy balance model which  employs forecasted temperature, humidity, wind and short- and long-range irradiances derived from predicted cloudiness. Both weather classification and thermal strain data are calculated for all pixels of the COSMO-E, heat warnings are produced on the basis of GMOS-data. UV Index and resultant UV-warnings are forecasted within COSMO-EU derived  from the large scale UV Index forecasts by GME and adapted to COSMO-EU predicted cloudiness and snow cover. 

The aviation needs for its planning and safe management of flights beside the wind and temperature forecasts of different flight levels specific forecasts, which are offered as Direct Model Output. Cross sections are vertical sections along defined flight routes. The cross sections contain the distribution of cloudiness, temperature and wind between the surface and FL 240 at different time steps until H+30. 

For the planning of gliding flights in Germany and most parts of Middle Europa the software package TOPTHERM is used. TOPTHERM is able to calculate the development of thermal lift for small scaled areas. The output of COSMO-DE is used as data input for the TOPTHERM model. TOPTHERM calculations are visualised by the selfbriefing software pc_met. A TOPTHERM-Version based on GME-forecasts for worldwide use is under construction.

Significant weather charts which are in use as general guidance for the aeronautical consulting business in the regional forecasting offices and which are issued as products for general aviation cover the middle European area in a layer from  surface up to  24 500 ft. As an additional information jet-axes and cat areas are included if within the layer. Icing conditions and turbulence areas are described. The charts are produced interactively on work-stations using COSMO-EU results in combination with conventional synoptic methods. 

During the season an advice for gliding pilots is prepared which may be received via facsimile. It presents charts of the lowest cloud base or the height of thermal activity, precipitation, wind direction and wind speed for several times during the day. It is based on COSMO-EU and COSMO-DE data. 

Further the COSMO-EU model output is the data base for the visualisation software SkyView and the icing forecast model ADWICE. 

SkyView presents for variable sections of areas in Middle Europe precipitation, convection cloudiness and wind of different levels on grid points. The results are presented every two hours. The flash viewer allows overlapping of several parameters. Therewith a common analysis of the requested parameters is possible.

The model ADWICE forecasts the atmospheric icing between surface and FL 300. In current operational use ADWICE provides hourly prognostic products up tu + 21 h. Using COSMO-EU it is possible to expand the forecast period up to 78 h. At the moment results are visualised in the DWD-Intranet and in NinJo. ADWICE icing maps are being visualized by visualisation system NinJo.

All aviation meteorological products except of the model ADWICE are offered to a closed user group over the web site: http://www.flugwetter.de.

Agrometeorological forecasts cover a wide span of applications aiming at a reduction of the use of insecticides and fungicides or at an optimization of the water supply to plants. NWP results are combined with additional models which calculate the drying of leaves or the temperature and water balance in the ground. These forecasts are presented in http://www.agrowetter.de.

In the maritime department programs are run to extract globally direct model grid point information from the weather and sea state models for German research vessels and other ships or yachts. The data is distributed by automatic e-mail.

4.3.4.2
 Research performed in this field
Project AviationEPM

DWD has started a project to develop a so-called „AviationEPM“ which will support the forecaster to issue different flight weather warnings like SIGMET and AIRMET. The software will ensure that the products  comply with the ICAO format.

Project AutoVOR OOG 
A system “Objective Optimization“ has been developed which serves to continuously generate a single consensus forecast from different site specific forecast guidances, nowcasting products, and recent observations (Rohn and Heizenreder, 2007). The system is fully integrated within the meteorological workstation NinJo of DWD. The system has been recently extended in order to additionally integrate results of the meso-gamma scale model COSMO-DE.

Project AutoWARN
The project AutoWARN (automatic support for the weather warning service) was started in 2006 in order to support the new DWD strategy of centralization and automation of the entire warning process (Reichert, 2008). Various products serving as a basis for the prediction of hazardous weather events have been improved through exploitation of 3d-radar products, statistical products, and probability information derived from the COSMO-DE model. An automated warning process has been created that uses and combines NWP models, nowcasting methods and observations. AutoWARN generates a forecast-time dependant automatic warning status for the next 72 hours that is permanently manually controlled and modified by the forecaster within the meteorological workstation NinJo (figure below). In a separate process, text and graphical warning products for customers are generated. The project has been finished in 2009 and the system is currently being tested pre-operationally by the forecasters.
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Figure 2: Graphical User Interface for AutoWARN within NinJo

4.3.5
Ensemble Prediction System 

4.3.5.1
In operation
EPS products from the ECMWF and LEPS as described in 4.2.5.3 are in use also for short range forecasting as far as applicable. 

In addition to this PEPS (Poor Man’s Ensemble Prediction System) is in use since 2006. 

The SRNWP-PEPS (“Poor man’s” Ensemble Prediction System of the Short Range Numerical Weather Prediction Program) runs in a pre-operational mode and is declared to be an experimental system. The SRNWP-PEPS joins most of the operational LAM forecasts of the European weather services. The products are generated on a grid with a horizontal resolution of approximately 7km (see figure 3). 
[image: image2.png]



Figure 3: Domain and maximum ensemble size of the SRNWP-PEPS.

In Europe there are four different main operational limited area models (LAM) developed by different consortia. These four models are all representatives of today's state of the art in the Short-Range Numerical Weather Prediction field and are used by more than 20 national weather services to produce their operational forecasts (EUMETNET SRNWP = Short Range Numerical Weather Prediction Prgramme). The weather services run their models on different domains with different grid resolutions using different model parametrizations, data assimilation techniques and different computers producing a huge variety of different forecasts. Bringing together these deterministic forecasts, the SRNWP-PEPS provides an estimate of forecast uncertainty. Of course, this estimate is biased, e.g. due to model clustering in consortia, and some sources of uncertainty are still missing. However, ensemble postprocessing is able to generate calibrated probability forecasts from the SRNWP. The main purpose of the SRNWP-PEPS is the improvement of European severe weather warning systems. 
Table 1 shows the models contributing to SRNWP-PEPS. 
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Table 1: Models contributing to SRNWP-PEPS
4.3.5.2 Research performed in this field

Very short range ensemble prediction system COSMO-DE-EPS
The ensemble prediction system COSMO-DE-EPS based on the model COSMO-DE is under development since summer 2007. The aim of the project COSMO-DE-EPS is the quantification of forecast uncertainties on the convective scale where the predictability is limited to short forecast ranges. The knowledge of the forecast uncertainty provides an added value compared to a single forecast, because it allows for an interpretation of the forecast in probabilistic terms. Such probabilistic information is essential in decision-making processes and risk management.

The COSMO-DE-EPS will quantify uncertainties due to imperfect representation of atmospheric processes and initial conditions as well as uncertainties introduced by the conditions at lateral boundaries of the model domain.

In first case studies, the uncertainty in model physics has been estimated by non-stochastic perturbations of parameters of the parameterization schemes. The boundary conditions have been provided by ensemble forecasts of the COSMO-SREPS (ARPA-SIM, Bologna). The differences between the COSMO-SREPS members represent the uncertainty at the lateral boundaries.

The focus of these first case studies has been on the ensemble forecast of precipitation (PRECIP) and temperature in two meters height (T_2m). The investigation of the resulting forecast uncertainties has shown that there is variability between the COSMO-DE-EPS members. For PRECIP, this variability is dominated by the impact of uncertainties in the boundary conditions. The variability in the T_2M forecasts is equally influenced by uncertainties in model physics and boundary conditions. For both variables, the resulting ensemble spread due to uncertainties in model physics is effective on smaller scales compared to the spread caused by uncertainties in boundary conditions.

A probabilistic verification tool has been developed as part of the project. First verification results indicate, that the ensemble is overconfident and underdispersive for precipitation forecasts.

In future project activities, uncertainties in initial conditions will be implemented in the COSMO-DE-EPS aiming at increased variability within the ensemble, in particular during the first period of the forecast. 

More case studies and longer test periods will be run with the intention to redefine the perturbation methods, to attain more robust results, and to improve the performance of the ensembles. Further activities also include the statistical post-processing of the ensemble forecasts and the visualization of the ensemble forecasts within the tool NinJo
(M. Buchhold, C. Gebhard, S. Theis)

4.3.5.3 Operationally available EPS Products

Similar to LEPS also PEPS provides probability charts for Europe which give information whether  accumulated rain or snow, wind gusts, temperatures or CAPE values will exceed thresholds defined by warning requirements. The products are available up to 42 hours. Exceeding probabilities, ensemble mean and spread are calculated for total precipitation, total snowfall, 10m wind speed, 10m wind gust speed and 2m temperature. 
4.4    Nowcasting and Very Short-range Forecasting Systems (0-6 hrs)

4.4.1

   Nowcasting system
4.4.1.1    In operation

The nowcasting is based mainly on the COSMO-DE-model.

In addition to this since 2001 the system KONRAD (Konvektion in Radarprodukten) is an important tool for the warning business concerning thunderstorms. It was developed by the DWD observatory at Hohenpeissenberg, Bavaria. It allows for cell tracking and warnings based on radar reflectivities. Cores of thunderstorms with a characteristic scale of 15 km² and a precipitation rate of 23 mm/h which is equivalent to more than 46 dbz’s are identified at a time interval of 5 minutes. Primary cells of different scales are tracked, numbered and the track will be extrapolated up to 60 minutes and up to a radius of 100 km.
Beginning in autumn 2008 the new forecast tool CellMOS is running at DWD in operational mode. CellMOS is a MOS-based system for thunderstorm tracking and related severe weather warnings. Using radar reflectivities, observations of lightnings and GME model data over Germany all cells having a maximum reflectivity greater than 37 dBZ, an area size greater than 9 km² and at least one lightning are deteted. Then a statistical 2h-forecast of the cell tracks and several weather elements like wind gusts, precipitation amount, hail and frequency of lightnings is made. The domain of forecast uncertainty is considered by applying Gauss-functions for errors in cell shape and position. These functions are also used for superposition of cells and for the resulting probabilistic forecasts.

4.4.1.2   Research performed in this field

Project AviationEPM

DWD has started a project to develop a so-called „AviationEPM“ which will support the forecaster to issue different flight weather warnings like SIGMET and AIRMET. It is planned to integrate aviationEPM into an automatic warning process. 

Project AutoVOR OOG
A system “Adaptation“ has been developed to combine different nowcasting products into a single data set for further integration within the consensus forecast “Objective Optimization” (see 4.3.4.2). The “Adaptation“ considers the specific probabilistic nature of nowcasting products generated by statistical post-processing.

Project AutoWARN 
Within project AutoWARN (automatic support for the weather warning service) the new nowcasting system CellMOS has been introduced (see 4.4.1.1). The automated warning process in AutoWARN exploits the CellMOS output and combines it with NWP models, other nowcasting methods and observations. A forecast-time dependant automatic warning status is generated that is permanently manually controlled and modified by the forecaster before text and graphical warning products are generated.

4.4.2
   Models for Very Short-range Forecasting Systems

4.4.2.1 In operation

Schematic summary of the convection-resolving model COSMO-DE

Domain

Germany and surrounding

Initial data time
00, 03. 06, 09, 12, 15, 18, 21 UTC

Forecast range
21 h 

Prognostic variables
p, T, u, v, w, qv, qc, qi, qrain, qsnow, qgraupel,  TKE

Vertical coordinate
Generalized terrain-following, 50 layers

Vertical discretization
Finite-difference, second order

Horizontal grid

421 x 461 points (0.025° x 0.025°) on a rotated latitude/longitude grid,

mesh size 2.8 km; Arakawa-C grid, see Fig. 1.

Horiz. discretization
Finite-difference, fifth order

Time integration
Two-time-level, 3rd order Runge-Kutta, split explicit 

(Wicker and Skamarock, 1998), (t = 25 s.

Horizontal diffusion
implicit

Orography
Grid-scale average based on a 1-km data set. Topography has been filtered to remove grid-scale structures

Parameterizations
Surface fluxes based on local roughness length and stability (Louis, 1979)

Free-atmosphere turbulent fluxes based on a level-2.5 scheme with prognostic TKE (Mellor and Yamada, 1974)

Radiation scheme (two-stream with two solar and five longwave intervals)

after Ritter and Geleyn (1992), full cloud-radiation feedback based on

predicted clouds

Mass flux convection scheme after Tiedtke (1989) only for shallow convection

Kessler-type grid-scale precipitation scheme with parameterized class-6 

cloud microphysics

7-layer soil model (Heise and Schrodin, 2002) including simple vegetation

and snow cover; prescribed climatological value for temperature at about 

14 m depth.

Over water: Fixed SST from SST analysis; roughness length according to





Charnock´s formula

4.4.2.2 Research performed in this field

Plans to achieve a consistent description of SGS processes by scale separation

As an extension of the separated horizontal shear mode and the wake production term in the prognostic TKE equation of the COSMO model, we aim to revise a special circulation term, which has been introduced already in 2001 in order to account for the production of TKE by thermally direct circulations (caused by SGS inhomogenity of properties belonging to the surface of the earth). Further we are trying to derive a similar scale interaction term also from our convection parameterisation, and we are going to consider the non turbulent mixing related to each separated production mode (in particular in case of the horizontal shear mode and the wake modes). Finally we want to proceed towards a consistent description of all SGS processes by treating each non turbulent SGS process with a proper parameterisation including related scale interaction terms, which appear in the turbulent scheme as well as in each of the non turbulent parameterisation schemes (with the opposite sign). This also includes the introduction of the vertically resolved roughness layer already mentioned in the plans of the last year. This is an extension of the SSO parameterisation based on the concept of an equivalent topography and its associated surface area index. This extension interacts with the turbulence scheme and includes also the roughness layer caused by land use. Although the final aim may probably be reached not before years, some steps towards the desired consistent set of SGS parameterisations can be introduced each year by this approach of separation.
(M. Raschendorfer)

Plans to improve the surface transfer scheme in the COMO model:

Our current surface transfer scheme in the COSMO model, which is based on an iterative application of the turbulence scheme at the lower atmospheric model boundary (LAMB) and the calculation of transport resistances by vertical integration of the inverse diffusion coefficients, makes use of a linear interpolation of the turbulent velocity scale between the lowest model half level and the LAMB. Since it became evident that this scheme is too diffusive for stable conditions, we planned already in the last year to change that simple linear interpolation into a formulation promising a stronger dependency of the transfer resistances on thermal stability. Due to other priorities we haven’t manage to implement the planned modifications yet. However it seems that we are now ready to conclude this work within the next months.

(M. Raschendorfer)

4.5
Specialized numerical predictions 

4.5.1
Assimilation of specific data, analysis and initialization 

4.5.1.1
In operation

None
4.5.1.2
Research performed in this field

None

4.5.2
Specific Models 

4.5.2.1
In operation 
4.5.2.1.1 
Trajectory Models

Trajectory model:

Forecast variables

r ((, (, p or z, t)

Data supply


u, v, w, ps from NWP forecasts (or analyses)

Numerical scheme

1st order Euler-Cauchy with iteration (2nd order accuracy)

Interpolation


1st order in time, 2nd (GME) or 3rd (COSMO-EU) order in space

a) Daily routine (ca. 1500 trajectories)

Trajectories based on COSMO-EU forecasts:

Domain


Domain of COSMO-EU (see Fig. 1)

Resolution


0.0625° (as COSMO-EU)

Initial data time

00, 12 UTC

Trajectory type
Forward trajectories for 36 German, Czech, Swiss, and French nuclear and chemical installations, backward trajectories for scientific investigations

Forecast range

72-h trajectories, optional start/arrival levels

Trajectories based on GME forecasts:

Domain


Global

Resolution


~ 40 km (as GME)

Initial data time

00, 12 UTC

Trajectory type
72-h forward trajectories for ca. 60 European nuclear sites and 8 German regional forecast centers, backward trajectories for 37 German radioactivity measuring sites and 8 forecast centers using consecutive +6h to +18h forecast segments.

96-h backward trajectories for the GAW mountain stations Zugspitze, Jungfraujoch, Sonnblick and Hohenpeißenberg, and to the German meteorological observatories.





72-h backward trajectories for 5 African cities in the framework of the



METEOSAT-MDD program, disseminated daily via satellite from 




Bracknell.

120-h backward trajectories for the German polar stations Neumayer
(Spitzbergen) and Koldewey (Antarctica) and the research ships Polarstern and Meteor, disseminated daily.

168-h forward trajectories for 14 Eastern European nuclear power plants. Mainly backward trajectories for various scientific investigations.

Forecast range

168-h forward and backward trajectories, optional start/arrival levels

b)
Operational emergency trajectory system, trajectory system for scientific investigations:

Models



COSMO-EU or GME trajectory models

Domain


COSMO-EU or global

Data supply


u, v, w, ps from COSMO-EU or GME forecasts or analyses, 

from current data base or archives

Trajectory type

Forward and backward trajectories for a choice of offered or freely





eligible stations at optional heights and times in the current period





of 7 to 14 days.

Forecast range

72-h (COSMO-EU) or 168-h (GME)

Mode



Interactive menu to be executed by forecasters

4.5.2.1.2
Sea wave models

	Domain
	Global
	Mediterranean
	North, Baltic and Adriatic Sea Areas

	 Numerical scheme
	Shallow water,  3rd generation WAM



	 Wind data supply
	GME: u, v at 10 m
	 COSMO-EU:

 u, v at 10 m

	 Grid
	geographical (regular lat/lon)

	 Resolution
	 0.75° x 0.75°
	 0.25° x 0.25°
	 0.10° x 0.167° 

	 Initial data time
	00 and 12 UTC

	 Forecast range
	174 h  
	 78 h

	 Model output
	significant wave height, peak period, direction

	 Initial state
	sea state adapted to predicted wind field over last 12 h

	 Verification
	Available on request


4.5.2.2 Research performed in this field

Lagrangian particle dispersion model
As a part of the German radioactive emergency system a Lagrangian Particle Dispersion Model (LPDM) is employed at the DWD. The LPDM calculates trajectories of a multitude of particles emitted from a point source using the grid‑scale winds and turbulence parameters of the NWP-model and a time scale based Mark‑chain formulation for the dispersion process. Concen​trations are determined by counting the number and mass of particles in a freely eligible grid. Dry deposi​tion parameterisation follows a deposition velocity concept and wet deposition is evaluated using isotope-specific scavenging coefficients. Also included is radioactive decay, a vertical mixing scheme for deep convection processes and optionally particle-size depending sedimentation coefficients. Additio​nally, an assimilation scheme for measured concentration data can be activated. Starting from these observed fields or from selected receptor points the LPDM can be employed also in a backward mode to determine unknown source positions. The LPDM was successfully validated using data of the ANATEX and ETEX tracer experiments. In the ATMES-II report of the 1st ETEX release the model took the first rank of the 49 participating models. During the follow-up project RTMOD an evaluation of an accidental Cs-137 release (Algeciras, May 1998) was performed. The transport and dispersion of the cloud and the calculated dose rates were found to be in good agreement with the measurements. In the ENSEMBLE-ETEX reanalysis (2003) the ranking of the model was again excellent.

The LPDM can be run on basis of the DWD's operational weather forecast models (GME, COSMO-EU/COSMO-DE). In case of emergency the model output will be transmitted to the national 'Integrated Measurement and Information System' (IMIS) using slightly modified WMO codes. Additionally, the results can be dis​seminated in the inter​national WMO/​IAEA standards for RSMCs. The LPDM is also part of the European real-time decision system RODOS in Germany. In this context data transfer and coupling with the operational RODOS system is tested several times a year. The model consistently assimilates the provided local scale source information, and calculates the transport and dispersion of selected (currently 9) standard nuclides simultaneously. It is also part of the EU-activity "ENSEMBLE" (participants: 17 weather services in Europe and North America), which combines the forecast of different emergency dispersion models to a multi-model ensemble. The model simulations can be also driven by COSMO-DE data. In this context snow pellets are included as a separate precipitation form in the wet deposition procedure. On request the LPDM is operationally running in a backward mode to participate in the multi-model backtracking ensemble of the CTBTO (Comprehensive Nuclear-Test-Ban Treaty Organization). 

The LPDM code is optimised for MPP/Vector computers (e.g. IBM P5 575, NEC SX8). For this purpose the code is supplemented by MPI-based parallelisation features. The model is also implemented at Meteo Swiss based on the Swiss COSMO-version running on a CRAY-XT3.

In 2008 the IMIS/RODOS interface was recoded for complex emission scenarios and to handle the amount of data produced by high resolution NWP models.

Concerning the EU-ENSEMBLE activities the model code was adapted to the requirements of ENSEMBLE V4.0 including an automated input interface for reading the scenario data file.

As a member of the multi-model backtracking ensemble of the CTBTO (Comprehensive Nuclear-Test-Ban Treaty Organization) the model and job procedures were successfully tested during a WMO/CTBTO experiment in October/November 2008.  

Routinely, the operational model system was applied in several emergency tests at local (IMIS/RODOS) and international level (4 ENSEMBLE exercises).

(H. Glaab, A. Klein)

4.5.3
Specific products operationally available
The forward and backward trajectories are an important tool for emergency response activities. In addition to these forecasts for concentration and deposition of radionuclides are produced using a Lagrangian Particle Dispersion Model.

Based on the Sea wave models charts are produced for swell and significant wave height, frequency and direction.

Forecasts of the optimal (shortest and/or safest) route of ships are evaluated using the results of the global sea wave model and of NWP in the ship routing modelling system of the DWD. The system calculates isochrones taking into account the impact of wave and wind on different types of ships.

A special application of the NWP result is a hydrological model-system called SNOW. It estimates and forecasts snow-cover development. The model calculates and forecasts grid-point values of the snow water equivalent and melt water release every six hours. The snow cover development is computed with the help of physically-based model components which describe accumulation (build-up, increase), metamorphosis (conversion, change) and ablation (decrease, melting).

The model input data are

-
hourly averages of air temperature, water vapour pressure and wind velocity for the last 30 h

- 
solar surface radiation/sunshine duration and precipitation totals of  the last 30 h

- 
daily amounts of snow cover depth and three times a week water equivalent of snow cover

- 
output data of the COSMO models 

-
radar data of hourly precipitation depth

-
satellite data of snow coverage (planned)

The model output contains

· current values of the snow cover (reference point 06.00 UTC)

-
snow depth (in cm) 

-
water equivalent (in mm)

· specific water equivalent (in mm/cm)

· forecast values of snow cover development (forecast interval maximum 72 hours, forecasting for 1-h-intervals)

-
water equivalent (in mm)

-
precipitation supply, defined as the sum of snowmelt release and rain (in mm)

-
in addition forecast values of snow depth, snow temperature, ice content and model parameters can be derived
The results are provided grid-oriented and with a coverage for Germany and  (planned) also the surrounding river basins. 

The UV Index for all effective atmospheric conditions is operationally forecasted for up to 3 days with a global coverage and a high resolution European coverage. The UV Index on a global scale is forecasted in post-processing to DWD’s global model GME. The forecast is based on column ozone forecasts that are provided by the Royal Dutch Meteorological Institute KNMI in an hourly resolution and interpolated to the GME grid. The ozone forecast is backed up by the dynamic prediction of ozone within GME that uses ECMW forecasts for initialisation.

First a large-scale UV Index is calculated depending on solar zenith angle and the column ozone forecast. Subsequently the large scale UV Index is adjusted by factors to variable aerosol amount and type, altitude, surface albedo of predicted snow cover and cloud optical thickness. 

The large-scale UV-Index forecasts are suited to interpolation to the grids of national higher resolution models (HRM). They can then be adjusted to the HRM topography and HRM forecasts of snow cover and cloudiness. The DWD UV Index forecast on a high resolution European scale is done in post-processing to COSMO_EU that provides the detailed forecasts for the above mentioned adjustments of the large scale UV Index. Additionally site specific forecasts are available and are presented WHO-conform in the web.
All forecasts are supplied to the interested WMO member states by the RSMC Offenbach via its server ftp.dwd.de. For more information see http://www.uv-index.de. 

The department agrometeorology of DWD provides agrometeorological warnings on the basis of NWP:

- forest fire danger prognoses

- grassland fire index 

- warnings for heat stress in poultry 

- forecast of potato late blight 

and other indices of plant pests and plant diseases.

These are part of the advisory system AMBER. 

4.6
Extended range forecasts (ERF) (10 days to 30 days) 
4.6.1
Models 

4.6.1.1
In operation

None

4.6.1.2
Research performed in this field

None

4.6.2
Operationally available NWP model and EPS ERF products
Use of ECMWF Var-EPS products.

4.7 
Long range forecasts (LRF) (30 days up to two years) 
4.7.1
In operation

None

4.7.2
Research performed in this field

None

4.7.2
Operationally available EPS LRF products
Use of ECMWF Var-EPS products.

5.
Verification of prognostic products

5.1


Verification results of prognostic products are shown in the tables 2, 3 and 4. 

GEOPOTENTIAL 500 hPa  RMSE      

        Jan  Feb  Mar  Apr  May  Jun  Jul  Aug  Sep  Oct  Nov  Dec  Mean

12.h      9    9    9    8    7    7    7    7    7    7    8    8   7.8

36.h     17   18   16   15   14   14   13   13   13   15   16   18  15.0

60.h     26   28   25   24   23   22   20   20   21   25   26   30  24.1

84.h     38   41   36   35   33   31   29   30   31   37   38   46  35.3

108.h    50   55   50   49   44   41   38   40   43   51   52   63  48.1

132.h    61   70   65   64   57   51   47   50   55   65   68   83  61.5

156.h    75   84   79   79   68   60   55   59   67   77   81  101  73.8

p156.h  138  138  142  131  108   94   86   91  108  125  139  147 120.7

climate 100  106  112  104   88   78   67   74   83   93  106  122  94.5

GEOPOTENTIAL 500 hPa  ANOMALY CORRELATION    

       Jan  Feb  Mar  Apr  May  Jun  Jul  Aug  Sep  Oct  Nov  Dec  Mean

12.h  1.00 1.00 1.00 1.00 1.00 1.00 0.99 1.00 1.00 1.00 1.00 1.00 0.996

36.h  0.99 0.99 0.99 0.99 0.99 0.98 0.98 0.99 0.99 0.99 0.99 0.99 0.987

60.h  0.97 0.96 0.97 0.97 0.96 0.96 0.96 0.96 0.97 0.96 0.97 0.97 0.965

84.h  0.94 0.92 0.94 0.93 0.93 0.92 0.91 0.92 0.92 0.91 0.93 0.93 0.925

108.h 0.88 0.86 0.89 0.87 0.86 0.85 0.84 0.85 0.85 0.84 0.87 0.86 0.861

132.h 0.81 0.78 0.81 0.78 0.77 0.77 0.74 0.76 0.76 0.74 0.79 0.76 0.772

156.h 0.71 0.69 0.71 0.66 0.68 0.67 0.65 0.66 0.66 0.63 0.70 0.66 0.672

PRESSURE MSL RMSE    

        Jan  Feb  Mar  Apr  May  Jun  Jul  Aug  Sep  Oct  Nov  Dec  Mean

12.h    1.3  1.2  1.1  1.1  1.0  1.0  1.0  0.9  0.9  0.9  0.9  1.1  1.01

36.h    2.2  2.2  1.9  1.8  1.7  1.6  1.5  1.5  1.6  1.8  1.8  2.1  1.80

60.h    3.0  3.2  2.8  2.5  2.5  2.3  2.1  2.1  2.3  2.7  2.8  3.2  2.62

84.h    4.2  4.4  3.8  3.5  3.4  3.0  2.7  2.9  3.2  3.9  4.0  4.5  3.63

108.h   5.4  5.7  5.1  4.7  4.3  3.9  3.5  3.8  4.2  5.2  5.3  6.0  4.75

132.h   6.4  7.0  6.4  5.9  5.3  4.7  4.2  4.6  5.3  6.5  6.7  7.6  5.87

156.h   7.9  8.2  7.5  7.0  6.0  5.3  4.8  5.2  6.3  7.5  7.8  9.1  6.87

p156.h 12.9 12.9 12.1 11.2  9.1  7.2  7.1  7.8  9.1 11.0 12.1 12.9 10.45

climate 9.1  9.9  9.4  7.7  6.6  5.5  5.2  6.2  6.9  8.1  9.0 10.2  7.81

PRESSURE MSL ANOMALY CORRELATION    

       Jan  Feb  Mar  Apr  May  Jun  Jul  Aug  Sep  Oct  Nov  Dec  Mean

12.h  0.99 0.99 0.99 0.99 0.99 0.98 0.98 0.99 0.99 0.99 0.99 0.99 0.990
36.h  0.97 0.97 0.98 0.97 0.97 0.96 0.96 0.97 0.97 0.98 0.98 0.98 0.971

60.h  0.94 0.94 0.96 0.95 0.93 0.92 0.92 0.93 0.94 0.94 0.95 0.95 0.939

84.h  0.88 0.89 0.92 0.90 0.87 0.85 0.86 0.87 0.89 0.88 0.90 0.89 0.884

108.h 0.80 0.82 0.85 0.83 0.79 0.76 0.77 0.78 0.81 0.79 0.82 0.81 0.803

132.h 0.72 0.73 0.76 0.72 0.69 0.66 0.67 0.69 0.70 0.68 0.71 0.72 0.704

156.h 0.58 0.64 0.66 0.60 0.61 0.55 0.57 0.60 0.58 0.58 0.60 0.60 0.598

TEMPERATURE 850 hPa RMSE    

        Jan  Feb  Mar  Apr  May  Jun  Jul  Aug  Sep  Oct  Nov  Dec  Mean

12.h    1.0  1.0  0.9  0.9  0.9  0.9  0.9  0.9  0.7  0.6  0.7  0.7  0.85

36.h    1.6  1.6  1.5  1.5  1.5  1.5  1.4  1.4  1.2  1.2  1.2  1.4  1.41

60.h    2.0  2.1  1.9  1.9  1.9  1.9  1.7  1.7  1.6  1.6  1.7  1.9  1.84

84.h    2.5  2.6  2.4  2.4  2.4  2.3  2.1  2.0  1.9  2.1  2.2  2.6  2.29

108.h   3.0  3.2  3.0  2.9  2.8  2.7  2.4  2.4  2.4  2.6  2.8  3.2  2.79

132.h   3.4  3.8  3.6  3.5  3.3  3.1  2.8  2.8  2.8  3.1  3.3  4.0  3.29

156.h   4.0  4.3  4.3  4.1  3.8  3.4  3.1  3.1  3.2  3.6  3.9  4.7  3.78

p156.h  6.6  6.5  6.6  6.5  5.6  4.9  4.4  4.5  5.1  5.6  6.2  6.5  5.75

climate 5.2  5.2  5.0  4.8  4.4  3.8  3.3  3.6  4.0  4.2  4.7  5.1  4.44

TEMPERATURE 850 hPa ANOMALY CORRELATION    

       Jan  Feb  Mar  Apr  May  Jun  Jul  Aug  Sep  Oct  Nov  Dec  Mean

12.h  0.98 0.98 0.98 0.98 0.97 0.97 0.96 0.97 0.98 0.99 0.99 0.99 0.978

36.h  0.95 0.95 0.95 0.94 0.94 0.92 0.91 0.92 0.94 0.96 0.96 0.96 0.943

60.h  0.93 0.92 0.92 0.91 0.89 0.88 0.86 0.88 0.91 0.91 0.93 0.93 0.905

84.h  0.89 0.87 0.88 0.86 0.84 0.82 0.80 0.83 0.86 0.86 0.88 0.87 0.855

108.h 0.83 0.80 0.82 0.80 0.78 0.75 0.73 0.76 0.79 0.78 0.82 0.80 0.788

132.h 0.78 0.73 0.73 0.71 0.70 0.67 0.65 0.67 0.71 0.69 0.74 0.70 0.707

156.h 0.69 0.66 0.63 0.61 0.62 0.59 0.58 0.60 0.62 0.59 0.66 0.59 0.619

Table 2: 
Verification results of the GM for the extratropical northern hemisphere for different forecast times 
(p156.h stands for the rmse-values of persistence and climate for the rmse-values of climate), 2008.

GEOPOTENTIAL 500 hPa RMSE    

       Jan  Feb  Mar  Apr  May  Jun  Jul  Aug  Sep  Oct  Nov  Dec  Mean

12.h     7    8    8    9    9   10   11   10   10    9    9    8   8.9

36.h    15   16   17   19   20   21   22   21   21   20   19   17  18.9

60.h    24   26   27   31   32   33   34   32   33   31   30   27  30.1

84.h    36   37   41   45   46   48   50   48   46   43   42   39  43.4

108.h   46   51   56   59   61   63   65   65   61   57   53   50  57.5

132.h   58   67   71   74   77   81   79   82   77   70   66   60  71.7

156.h   71   80   84   87   92   95   93   98   91   83   80   69  85.3

p156.h 115  131  131  164  160  153  160  154  129  122  134  114 139.0

climate 89   95   98  120  113  113  119  124  109   97   97   96 105.7

GEOPOTENTIAL 500 hPa  ANOMALY CORRELATION    

       Jan  Feb  Mar  Apr  May  Jun  Jul  Aug  Sep  Oct  Nov  Dec  Mean

12.h  1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.996

36.h  0.98 0.99 0.98 0.99 0.99 0.98 0.98 0.99 0.98 0.98 0.98 0.98 0.984

60.h  0.96 0.96 0.95 0.96 0.96 0.96 0.96 0.97 0.95 0.95 0.95 0.96 0.958

84.h  0.91 0.92 0.90 0.92 0.92 0.91 0.92 0.93 0.91 0.90 0.91 0.91 0.913

108.h 0.86 0.85 0.81 0.87 0.85 0.84 0.85 0.86 0.84 0.82 0.85 0.85 0.847

132.h 0.77 0.74 0.71 0.80 0.76 0.75 0.79 0.78 0.75 0.74 0.76 0.79 0.761

156.h 0.66 0.61 0.60 0.72 0.66 0.65 0.70 0.68 0.65 0.63 0.64 0.72 0.660

PRESSURE MSL RMSE    

        Jan  Feb  Mar  Apr  May  Jun  Jul  Aug  Sep  Oct  Nov  Dec  Mean

12.h    1.0  1.0  1.1  1.2  1.2  1.3  1.3  1.2  1.2  1.1  1.0  0.9  1.13

36.h    1.7  1.9  2.0  2.2  2.3  2.4  2.5  2.4  2.4  2.2  2.1  1.8  2.15

60.h    2.7  2.8  3.0  3.3  3.5  3.6  3.6  3.5  3.5  3.3  3.0  2.8  3.22

84.h    3.7  3.8  4.2  4.6  4.8  4.9  5.1  4.9  4.9  4.4  4.0  3.8  4.44

108.h   4.6  5.0  5.5  5.9  6.2  6.4  6.6  6.5  6.3  5.7  5.1  4.8  5.72

132.h   5.6  6.3  6.8  7.1  7.6  7.9  7.8  8.1  7.6  6.9  6.3  5.6  6.95

156.h   6.7  7.4  7.8  8.2  8.9  9.1  9.1  9.6  8.8  8.1  7.3  6.4  8.12

p156.h  9.7 11.1 11.1 14.4 14.4 13.5 14.9 14.2 12.2 11.3 11.4  9.6 12.32

climate 7.5  8.1  8.6 11.1 10.5 10.4 11.0 11.6  9.7  8.7  8.0  7.9  9.41

PRESSURE MSL ANOMALY CORRELATION    

       Jan  Feb  Mar  Apr  May  Jun  Jul  Aug  Sep  Oct  Nov  Dec  Mean

12.h  0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.993

36.h  0.97 0.97 0.97 0.98 0.98 0.97 0.98 0.98 0.97 0.97 0.97 0.98 0.973

60.h  0.93 0.94 0.93 0.95 0.95 0.94 0.95 0.95 0.93 0.93 0.93 0.94 0.939

84.h  0.86 0.89 0.87 0.90 0.89 0.88 0.89 0.90 0.87 0.87 0.88 0.88 0.883

108.h 0.78 0.81 0.77 0.85 0.82 0.80 0.82 0.83 0.79 0.79 0.80 0.82 0.807

132.h 0.70 0.69 0.67 0.77 0.73 0.70 0.75 0.74 0.70 0.69 0.69 0.74 0.714

156.h 0.57 0.55 0.56 0.70 0.63 0.60 0.65 0.63 0.60 0.58 0.58 0.66 0.609

TEMPERATURE 850 hPa RMSE    

        Jan  Feb  Mar  Apr  May  Jun  Jul  Aug  Sep  Oct  Nov  Dec  Mean

12.h    0.8  0.8  0.8  0.9  0.9  1.0  1.1  0.9  0.8  0.6  0.6  0.5  0.81

36.h    1.4  1.4  1.4  1.5  1.6  1.7  1.7  1.7  1.5  1.3  1.2  1.1  1.47

60.h    1.8  1.8  1.9  2.0  2.1  2.2  2.3  2.2  2.1  1.9  1.7  1.6  1.97

84.h    2.2  2.2  2.4  2.5  2.6  2.7  2.8  2.8  2.6  2.3  2.2  2.0  2.44

108.h   2.5  2.6  2.9  2.9  3.1  3.2  3.2  3.3  3.1  2.8  2.6  2.4  2.89

132.h   2.9  2.9  3.3  3.4  3.6  3.7  3.6  3.8  3.6  3.2  3.0  2.8  3.31

156.h   3.2  3.3  3.7  3.7  4.0  4.1  4.1  4.3  4.0  3.5  3.4  3.1  3.70

p156.h  4.6  5.0  5.0  5.6  5.5  5.3  5.4  5.7  5.1  5.0  4.9  4.4  5.12

climate 3.7  4.5  4.9  4.9  5.4  5.2  5.0  5.4  5.1  4.1  3.9  3.7  4.66

TEMPERATURE 850 hPa ANOMALY CORRELATION    

       Jan  Feb  Mar  Apr  May  Jun  Jul  Aug  Sep  Oct  Nov  Dec  Mean

12.h  0.98 0.98 0.98 0.98 0.98 0.98 0.98 0.98 0.99 0.99 0.99 0.99 0.983

36.h  0.93 0.94 0.94 0.95 0.95 0.95 0.95 0.95 0.96 0.95 0.95 0.96 0.947

60.h  0.88 0.89 0.90 0.91 0.91 0.91 0.91 0.92 0.92 0.90 0.90 0.91 0.905

84.h  0.82 0.84 0.85 0.86 0.87 0.87 0.86 0.87 0.87 0.84 0.85 0.86 0.854

108.h 0.77 0.78 0.78 0.80 0.81 0.81 0.80 0.81 0.81 0.77 0.78 0.80 0.795

132.h 0.71 0.71 0.72 0.74 0.75 0.75 0.75 0.74 0.75 0.70 0.71 0.74 0.732

156.h 0.61 0.64 0.65 0.68 0.70 0.69 0.68 0.68 0.69 0.63 0.65 0.68 0.666

Table 3: 
Verification results of the GM for the extratropical southern hemisphere for different forecast times 
(p156.h stands for the rmse-values of persistence and climate for the rmse-values of climate), 2008.

GEOPOTENTIAL 500 hPa RMSE    

        Jan  Feb  Mar  Apr  May  Jun  Jul  Aug  Sep  Oct  Nov  Dec  Mean

12.h      8    9   11    8    6    7    7    6    6    7    8    8   7.7

36.h     16   18   19   15   12   13   12   11   13   15   19   18  15.1

60.h     28   28   30   25   21   23   20   19   22   26   29   31  25.2

84.h     44   45   43   36   30   32   29   31   35   42   43   49  38.4

108.h    58   62   60   48   41   45   38   43   52   57   58   74  53.0

132.h    74   84   80   62   54   58   50   51   67   78   77   99  69.6

156.h    88  110   92   74   69   71   62   61   84   90  100  112  84.3

p156.h  144  186  179  148  108  110  116  106  143  155  188  205 149.1

climate 107  157  126  113  107   87   84   86  126  112  145  155 117.1

GEOPOTENTIAL 500 hPa ANOMALY CORRELATION    

       Jan  Feb  Mar  Apr  May  Jun  Jul  Aug  Sep  Oct  Nov  Dec  Mean

12.h  1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.998

36.h  0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.990

60.h  0.97 0.98 0.97 0.96 0.98 0.96 0.97 0.96 0.98 0.96 0.98 0.97 0.970

84.h  0.92 0.95 0.93 0.92 0.95 0.91 0.93 0.91 0.94 0.91 0.94 0.92 0.928

108.h 0.84 0.89 0.85 0.88 0.90 0.82 0.87 0.84 0.88 0.83 0.88 0.83 0.859

132.h 0.73 0.80 0.72 0.80 0.81 0.73 0.77 0.78 0.79 0.72 0.81 0.71 0.766

156.h 0.66 0.69 0.62 0.71 0.70 0.62 0.66 0.72 0.66 0.63 0.68 0.65 0.666

PRESSURE MSL RMSE    

         Jan  Feb  Mar  Apr  May  Jun  Jul  Aug  Sep  Oct  Nov  Dec  Mean

12.h     0.9  1.1  1.1  0.9  0.8  0.8  0.8  0.8  0.7  0.7  0.8  0.9  0.86

36.h     1.8  2.0  2.1  1.7  1.4  1.4  1.3  1.2  1.3  1.6  1.8  1.9  1.62

60.h     2.9  3.0  3.2  2.6  2.2  2.4  2.0  1.9  2.1  2.6  2.8  3.0  2.55

84.h     4.2  4.2  4.3  3.7  3.0  3.2  2.6  2.9  3.2  4.2  4.0  4.6  3.68

108.h    5.6  5.8  5.7  4.5  3.7  4.0  3.2  3.9  4.4  5.8  5.5  6.6  4.91

132.h    7.6  7.9  7.2  5.3  4.6  5.1  4.1  4.7  5.8  7.5  7.2  8.5  6.30

156.h    9.4  9.9  8.2  6.0  5.6  5.7  4.8  5.5  7.2  7.7  9.1  9.8  7.41

p156.h  15.4 17.1 15.9 12.3  6.6  7.2  8.1  8.2 11.7 12.5 14.6 16.3 12.17

climate 11.0 14.4 11.6  8.2  5.9  5.5  6.3  7.2 10.0  9.1 11.0 12.9  9.43

PRESSURE MSL ANOMALY CORRELATION    

       Jan  Feb  Mar  Apr  May  Jun  Jul  Aug  Sep  Oct  Nov  Dec  Mean

12.h  1.00 1.00 1.00 0.99 0.99 0.99 0.99 0.99 1.00 1.00 1.00 1.00 0.994

36.h  0.99 0.99 0.98 0.98 0.97 0.96 0.98 0.98 0.99 0.98 0.98 0.98 0.980

60.h  0.97 0.97 0.95 0.94 0.95 0.91 0.95 0.94 0.97 0.95 0.96 0.96 0.953

84.h  0.94 0.93 0.91 0.89 0.89 0.83 0.91 0.88 0.93 0.87 0.91 0.91 0.899

108.h 0.86 0.86 0.82 0.84 0.80 0.72 0.84 0.79 0.87 0.77 0.82 0.81 0.815

132.h 0.79 0.78 0.71 0.76 0.69 0.56 0.73 0.71 0.78 0.64 0.70 0.72 0.714

156.h 0.67 0.66 0.63 0.66 0.57 0.46 0.63 0.61 0.66 0.59 0.56 0.64 0.611

TEMPERATURE 850 hPa RMSE    

        Jan  Feb  Mar  Apr  May  Jun  Jul  Aug  Sep  Oct  Nov  Dec  Mean

12.h    0.8  0.9  0.9  0.9  0.8  0.8  0.8  0.8  0.7  0.6  0.6  0.6  0.77

36.h    1.2  1.4  1.4  1.3  1.3  1.3  1.2  1.2  1.1  1.0  1.2  1.2  1.23

60.h    1.5  1.8  1.8  1.7  1.6  1.7  1.6  1.5  1.5  1.4  1.7  1.7  1.62

84.h    2.0  2.2  2.2  2.1  2.0  2.2  1.9  1.8  1.8  2.0  2.1  2.2  2.05

108.h   2.4  2.7  2.7  2.6  2.4  2.6  2.3  2.3  2.3  2.6  2.6  2.9  2.54

132.h   2.9  3.2  3.3  3.1  2.9  3.1  2.8  2.8  2.9  3.2  3.2  3.7  3.08

156.h   3.1  3.8  3.8  3.6  3.6  3.6  3.3  3.2  3.3  3.7  3.7  4.1  3.57

p156.h  4.5  6.0  5.8  5.7  5.3  4.9  5.0  4.6  5.2  5.0  5.7  6.1  5.32

climate 4.1  4.9  4.1  4.4  4.8  3.8  3.7  3.6  4.8  3.7  4.4  4.8  4.25

TEMPERATURE 850 hPa ANOMALY CORRELATION   

       Jan  Feb  Mar  Apr  May  Jun  Jul  Aug  Sep  Oct  Nov  Dec  Mean

12.h  0.97 0.97 0.97 0.97 0.98 0.97 0.97 0.97 0.98 0.98 0.99 0.99 0.977

36.h  0.95 0.94 0.93 0.94 0.96 0.94 0.94 0.93 0.95 0.94 0.95 0.96 0.945

60.h  0.92 0.90 0.88 0.90 0.94 0.88 0.91 0.89 0.91 0.89 0.91 0.93 0.905

84.h  0.85 0.85 0.81 0.86 0.91 0.81 0.86 0.84 0.86 0.80 0.85 0.86 0.848

108.h 0.78 0.79 0.74 0.79 0.86 0.72 0.80 0.75 0.79 0.70 0.77 0.76 0.771

132.h 0.68 0.73 0.61 0.71 0.80 0.63 0.72 0.69 0.68 0.59 0.67 0.62 0.677

156.h 0.63 0.63 0.50 0.61 0.70 0.53 0.62 0.59 0.58 0.49 0.56 0.51 0.579

Table 4: 
Verification results of the GM for the european region 36° - 72°N, 12°W - 42°E for different forecast times (p156.h stands for the rmse-values of persistence and climate for the rmse-values of climate), 2008.

5.2
Research performed in this field

A Global Skill Score called “COSI” to judge the long term trend of the models’ performance was introduced by the COSMO group in 2007. The Score combines scores for different forecast parameters like 2-m-temperature, 10-m-winds and 6-hour precipitation. Further investigation goes on in order to make the score more significant.  
6.
Plans for the future (next 4 years)
6.1
Development of the GDPFS
6.1.1  

3D-Var data assimilation

A three-dimensional variational assimilation system for the global model GME has been developed. It allows a flexible specification of the background error covariance matrix B and direct assimilation of remote sensing data. The scheme will become operational in 2008.
Sub-grid scale orography scheme in the COSMO model

Verification at DWD has shown that the forecasted surface pressure in the COSMO-EU model shows a systematic bias. In particular, in wintertime high pressure systems tend to develop a positive pressure bias (by 1-2 hPa after 48h), low pressure systems a negative bias ("highs too high, lows too low"). Assumed cause is an underestimation of the cross-isobar flow in the PBL, caused by too little surface drag or too weak blocking due to orography. Tests with an envelope orography which exhibits considerably higher values in the mountains have shown a high sensitivity of the model to this change with respect to blocking (of cyclones). Consequently, low pressure systems were filled more efficiently, the negative pressure bias was reduced. But an obvious disadvantage of the envelope orography is that the precipitation fields are altered in an unfavourable way. An alternative way to increase the surface drag and the blocking while not altering the precipitation fields is the use of a sub-grid scale orography (SSO) scheme. The DWD global model includes the SSO scheme by Lott and Miller (1997) which works well here. This SSO scheme will be included in the COSMO model as well.
6.1.2  

None
6.2
Planned research Activities in NWP, Nowcasting and Long-range Forecasting
6.2.1 Planned Research Activities in NWP

DWD and the German Climate Research Centre MPI-M in Hamburg are jointly developing a new global dynamical core. It will solve the non-hydrostatic deep atmosphere equations on a triangular icosahedral hexagonal grid with static local zooming. The core aims at conservation of mass and total energy. DWD plans to run ICON with a global grid spacing of 20 km and 5 km for Europe by 2011 to replace GME and the regional model COSMO-EU. MPI-M will use ICON as the atmospheric part of a complete Earth System Model.
6.2.2 Planned Research Activities in Nowcasting

Project Aviation EPM
DWD has started a project to develop a so-called „AviationEPM“ which will support the forecaster to issue different flight weather warnings like SIGMET and AIRMET.  

Project AutoVOR OOG
Current activities aim at integrating the forecast data of the new meso-gamma scale model COSMO-DE within the consensus forecast of “Objective Optimization” (see 4.3.4.2) as well as adding a new Radar based analysis of Significant Weather” within the nowcasting module “Adaptation” (see 4.4.1.2).

Project AutoWARN
Within project AutoWARN (automatic support for the weather warning service) the new nowcasting system CellMOS will be introduced. It is a Model Output Statistics-based cell identification and tracking system delivering probability information on potential cell tracks for the next two hours. The automated warning process in AutoWARN exploits the CellMOS output and combines it with NWP models, other nowcasting methods and observations. A forecast-time dependant automatic warning status is generated that is permanently manually controlled and modified by the forecaster before text and graphical warning products are generated.

Project RADOLAN

A new quantitative precipitation nowcasting method based on extrapolated real-time precipitation radar data hourly adjusted with rain gauge measurements (RADOLAN: Radar-Online-Adjustment) is in an experimental state at DWD. This Radar-Online-Forecasting (RADVOR-OP) is extrapolating the quantitative precipitation radar products in 15 minute time steps for the next two hours into the future. Basis of this method is the combination of two different extrapolation modules – one only for strong convective fields, the second especially for stratiform precipitation fields. In research is the application of a module to use the COSMO-DE NWP windfield for tracking the radar data. This might extend the radar based quantitative precipitation forecast time until up to four hours into the future.

6.2.3 Planned Research Activities in Long-range Forecasting

None
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Figure 1: 	Model domains and topographies of the three operational models of DWD, 


		namely the global model GME (grid spacing 40 km) and the regional models 


		COSMO-EU (grid spacing 7 km) and COSMO-DE (grid spacing 2.8 km).








