JOINT WMO TECHNICAL PROGRESS REPORT
ON THE GLOBAL DATA PROCESSING AND FORECASTING SYSTEM AND NUMERICAL WEATHER PREDICTION
RESEARCH ACTIVITIES FOR “[YEAR]”

1.
Summary of highlights
Weather Research and forecasting model (WRF) became a part of our operational NWP system, and automatic verification package used also. 
2.
Equipment in use
 

a. For Computations and data base :

 


i. The IBM Mainframe with central processor unit with:

o Power 80 MIPS

o Processor based on z-architecture , 64bit

o Dynamic I/O reconfigurations management for peripherals

o IBM operating system(VSE/ESA and OS/390)

o Communicate with the already existing computers in the centre of the existing databases of the various units of EMA (According to site survey)

 

ii. Storage unit:

o 3 ESCON channels and one FICON channel.

o The capacity at least 400 GB useable, raid-protected, with the scalability can be extended to one TB.

o Support parallel access volume.

o Support multiple allegiances

b. For Telecommunication System (AMSS):-

i. Two servers, one live & one back-up, model IBM X series 345.

ii. 3 Supervisory, model IBM Think Centre.

c. For The Numerical Weather Prediction

   
The Specification (H/w)for Sun Cluster System
Main Node QTY (1):

· Processor:
4 CPU cores with  1 MB cache per core based on AMD technology.

· CPU Freq:


2.4 GHz

· Memory:

4 GB per CPU core DDR2 667 MHz ECC

· Ethernet:


4 Gigabit Ethernet interface

· Management:
IPMI 2.0 service processor with dedicated Ethernet port

· Remote management:
power, keyboard, video, mouse and media

· Remote access:
using web interface over SSL or command line over SSH

· Internal storage:
2 x 73 GB

· USB:
4 USB 2.0 ports

· Slots:
4 internal PCI-E slots, 1 PCI-X

· Interfaces:
infiniband adapter, 2 FC HBA for the storage

· Availability:
Redundant power supply and fans

· From factor:
2 U preferred

· Compute nodes: QTY (11):

· Processor:
4 CPU cores with at least 1 MB cache per core based on AMD technology.

· Freq:



2.6 GHz

· Memory:

2 GB per CPU core DDR2 667 MHz ECC up to 16 GB per core

· Ethernet:


4 Gigabit Ethernet interfaces

· Management:
IPMI 2.0 service processor with dedicated Ethernet port

· Remote management:
power, keyboard, video, mouse and media

· Remote access:
using web interface over SSL or command line over SSH

· Internal storage:
2 x 250 GB

· USB:
6 USB 2.0 ports

· Serial:
1 DB9 ports

· Slots:
Two 8 lane 64-bit PCI-Express

· Interfaces:
PCI-Express infini band interface supporting 20 GB/s full duplex bandwidth with copper HSSD

· From factor:
1 U preferred

Storage QTY (1):
· Technology:
4 GB Fibre channel

· Raid levels:


0,1,3,5, 1+0

· Battery cache:

72 hours min

· Cache:


2 GB

· Controllers:
2

· Disks:
5 x 500 GB SATA 7200 RPM

· Max capacity:
32 TB

· Redundancy:
for power supply and cooling fans

i. One Compaq server with 4 processors with RISC architecture

o 4GBSDRAM

o 510GB total internal storage capacity

ii. One Compaq server with 2 processors with RISC architecture

o 2GBSDRAM

o 120GB total internal storage capacity.

iii. Two IBM compatible PCs

o 2.8GHZ

o 100GB total internal storage capacity

iv. Two IBM compatible PCs

o 1.8GHZ

o 40GB total internal storage capacity
3. Data and Products from GTS in use

	WMO observation data 
	SYNOP, TEMP, METAR, AIREP

	NWP products 
	ECMWF, 

	Meteorological image data
	Satellite images data.


4.
Forecasting system
4.1
System run schedule and forecast ranges
	System
	Base Time
	Approximate start time (UTC)
	Forecast Availability (UTC)
	Forecast Range from base date (hrs)
	For the sake of

	WS-ETA
	0000
	0600
	0900
	120
	Short Range forecast and R&D

	
	1200
	1800
	2100
	
	

	Egypt –ETA
	0000
	0600
	1100
	240
	Medium Range

Forecast and R&D

	
	1200
	1800
	2300
	
	

	MM5
	0000
	0900
	1300
	120
	Medium Range



	
	1200
	2100
	0100
	
	

	WRF(NMM)
	0000
	0700
	1230
	168
	Medium Range

	
	1200
	2100
	0200
	168
	Medium Range

	WAM
	0000
	0900
	0920
	120
	Specialized

Numerical Prediction

and R&D.

	
	1200
	2100
	2120
	
	

	
	


c. Model Variables:-

i. The operational prediction model in use is the regional ETA Model 
             with terrain representation basic equations & primitive equations.

o Independent: Longitude, Latitude, ETA, time

o Prognostic variables: Temperature, wind components, Specific humidity, turbulent kinetic Energy, soil moisture, snow depth, Surface potential temperature.

o Diagnostic variable: Precipitation, vertical velocity, turbulent exchange coefficients.

o Topographic data set: Mean orography, land sea mask.

o Assimilation cycle: 0000, 0006, 0012, 1800UTC,

ii. A new non-hydrostatic forecasting system of, at least, 36 levels Sigma Coordinates Forecast for 48 h.

o Basic equations: primitive equations system.

o Dependent variables: T, U, V, Q, P.

o Integration domain 25E to 37E 22N to 35 N

o Horizontal resolution. 33km 
                   Vertical resolution: 36levels. 

iii. Meso-scale Model ( MM5)- Non-hydrostatic
o Additional equations for prognostic 3D vertical velocity and perturbation pressure.

o No equations for prognostic surface pressure diagnostic pressure and diagnostic omega integrations.

o 24 categories for vegetation and physical properties.

o Projections (dx=dy) (Paler-Lambert and Macerator).

o Data Required to run:

• Topography and land use

• Cribbed Analyses (Regional), Wind, Heights, Temp.

• Snow cover, SST, and RH for 18 levels with top at 100hPa.

o Nesting (one and two ways).

o Vertical interpolation from pressure levels to sigma coordinate system.

o Resolution three nested 63,21,7 km.

5. Numerical Weather Prediction Products:
- The geopotential height at the standard level and mean sea level pressure.

- Horizontal wind components (U.V).

- Temperature (T).

- Specific Humidity (q).

- Surface pressure (Ps).

- Soil temperature.

- Soil moisture content.

- Surface temperature.

- Connective precipitation.

- Layer cloud amount.

- Vertical velocity.

- Thunderstorm and sandstorm

