JOINT WMO TECHNICAL PROGRESS REPORT ON THE GLOBAL DATA PROCESSING AND FORECASTING SYSTEM AND NUMERICAL WEATHER PREDICTION RESEARCH ACTIVITIES FOR 2008
CZECH  REPUBLIC

 Czech Hydrometeorological Institute

1.
Summary of highlights
At the Czech Hydrometeorological Institute (CHMI), the ALADIN model has been operated on the upgraded computer NEC SX-6 in the resolution 9 km and 43 levels and forecast time to 54 hours four times a day. Increase in computer power enabled to move toward more complex schemes especially in physical parameterization package. New Sun Fire servers were installed to upgrade data management operations of the data processing centre and data presentation on internet.

2.
Equipment in use
The data processing centre is equipped with a vector computer NEC SX-6/8A-32, 

A Sun Fire 4810 and 6900 servers for central database 4-node cluster (Oracle 10i and RAC and partitioning) are used (18 processors Sparc) including two mirrored Hitachi 9900 disk arrays which were installed in 2007. 

Central cluster (and branch offices clusters also) uses Solaris virtualization resource – zoning environment.

SAN 2Mbps storage infrastructure was put in operation, and also fileserver cluster IPstore including two Sun Fire V440 servers.

The MSS at the RTH Prague consists of coupled SUN computers (Sun Fire V440 with RAID5 disk array) using the cluster technology. Software used for MSS is MovingWeather - producer IBL Software Engineering.

Backup activities are performed on the upgraded server Sun Fire V490 connected to the Qualstar TLS46120 tape library (software Legato). 

Archiving activities are performed on the cluster of two Sun Fire V440 servers using disk capacity of SAN network attached disc arrays and Qualstar TLS 58264 with 8 S-AIT tape driwers. SamFS archiving software is used. 

Central server Sun Fire V445 for system logs collecting was installed.

Two Sun Fire V440 provide HA services for LDAP master.

Web farm for external usage (internet) was moved to housing center, and consists of two Sun Fire servers running Apache and PHP OpenSource software. Intranet infrastructure was not changed.

NWP model and emergency air pollution dispersion model operations are controlled by two doubleprocessor Pentium Xeon servers Bull Express 5800/120Mf running under Linux Debian operating system. The model development is supported by another Bull Express 5800/120Mf server and HP/Compaq ProLiant ML370 server.

Branch offices use cluster of two Sun Fire V440 servers as Oracle database servers (Oracle 10i RAC with partitioning) and Sun Fire V440 for LDAP slaves and Legato backup services.

IBL Software product VisualWeather, Linux Server version was put in operation in headquarters and six branch offices in 2008.

3.
Data and Products from GTS in use
· SYNOP-7000
· SHIP-1600
· TEMP-900
· TEMP SHIP-15
· PILOT-150 
· BUFR-4000
· GRIB-9000
· T4-1200
4.
Forecasting system
4.1
System run schedule and forecast ranges
The ALADIN model is a primary tool of short-range weather forecasting at the CHMI. It is run four times a day from 00, 06, 12 and 18 UTC analysis up to 54 hours on the CHMI supercomputer NEC SX-6.
4.2
Medium range forecasting system (4-10 days)
CHMI does not operate a global model. For medium-range weather forecasting up to ten days, NWP products from ECMWF, Bracknell, Offenbach and Washington are used, EPS products included.
4.3
Short-range forecasting system (0-72 hrs)
4.3.1
Data assimilation, objective analysis and initialization
4.3.1.1
In operation
The upper-air initial conditions are created by the spectral digital filter blending method from the Météo-France global model ARPEGE analysis and 6-hour ALADIN forecast (based on the 6-hour internal blending cycle using long cut-off ARPEGE analysis). Surface initial conditions result from the optimal interpolation analysis performed for screen level temperature and moisture. Lateral boundary conditions are provided from the global ARPEGE model.
Digital filter of increments is used for the initialization.
4.3.1.2
Research performed in this field

Research and development is focused on 3DVAR in combination with the blending technique. Use of high density temporal and spatial observations is investigated (e.g. SEVIRI data from the MSG satellite, etc.). Research will also deal with the possibility to introduce background error structure functions “of the day”.
4.3.2
Model
4.3.2.1
In operation
The integration domain of ALADIN targets Central European region (see figure). Equations of motion are cast in plane geometry in horizontal and hybrid terrain-following coordinate in vertical. The projection in use is Lambert one, tangent to the Earth at the domain centre. The horizontal resolution is 9km, with 309 x 277 grid points in x, y direction respectively. The vertical resolution is 43 levels.
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The model version called ALARO is in operations since mid 2008. The main feature of ALARO is a move to prognostic treatment of processes while building on the previously proven numerical techniques with respect to their stability and efficiency.
Dynamical core is based on HPE equations, integrated by the semi-implicit semi-Lagrangian two-time-level scheme (2TL SISL) allowing the time-step of 360s. The bi-Fourier spectral representation of main prognostic variables is used in horizontal, with the so-called linear collocation grid (the shortest wave length is 2dx). In vertical finite differences scheme is still in operations.
Non-linear and scale-selective horizontal diffusion is built on the SLHD (Semi-Lagrangian Horizontal Diffusion) scheme.
Regarding the physical parameterizations, the schemes in operations are as follows:

· surface scheme ISBA;

· gravity wave drag and mountain form drag & lift scheme with mean grid-box orography representation;
· two band radiation scheme with Net Exchange Rate (NER) based algorithm for the thermal band;
· pseudo-prognostic TKE scheme;
· 3MT (Modular, Multi-scale, Microphysics and Transport) framework for the moist physics. In this structure the sub-grid scale convective transport is separated from the microphysical computations, which are common to both resolved and unresolved precipitating processes, for which the double counting is prevented by the cascade approach. This scheme enables the model to perform rather safely at horizontal resolutions where moist deep convection is partly resolved and partly parameterized.   
4.3.2.2
Research performed in this field

Research is focused on the following topics: preparation of the non-hydrostatic dynamical core for the operational use; semi-Lagrangian interpolators; physics-dynamics interface; new intermittent radiation scheme; new turbulence scheme, further improvements of moist physics.

4.3.3
Operationally available NWP products
NWP products are available on the integration grid as well as on the latitude/longitude post-processing grid with resolution 1km about (area of Czech Republic).

A number of products is generated, a list of available fields in GRIB code is on the CHMI web pages. Besides the general list a growing number of special products are generated for end users (hydrology and flood warning service, integrated rescue system of the country, army, nuclear safety, road maintenance, aviation, etc.).  
4.3.4    Operational techniques for application of NWP products
4.3.4.1
In operation
Statistical adaptation of Kalman Filter is operationally used for screen level temperature forecast over the territory of Czech Republic.

4.3.4.2
Research performed in this field

Application of the BMA method to precipitation forecasts to prepare pseudo-ensemble type of input for hydrological models.
4.3.5
Ensemble Prediction System 
4.3.5.1
In operation
CHMI does not compute its own short-range ensemble system. Products from the RC LACE consortium LAEF system are used. The LAEF system is computed on the ECMWF high performance computer platform by ZAMG. 
4.3.5.2
Research performed in this field

None at the moment.
4.3.5.3
Operationally available EPS Products
Products from the RC LACE consortium LAEF system are used at CHMI.
4.4    Nowcasting and Very Short-range Forecasting Systems (0-6 hrs)

4.4.1

   Nowcasting system

4.4.1.1

   In operation

No operational system for the time being.
4.4.1.2   Research performed in this field

Preparation of the INCA system for the operational use, coupled with the ALADIN model.
4.4.2
   Models for Very Short-range Forecasting Systems

4.4.2.1

   In operation

ALADIN is used also for the very-short range forecasts.
4.4.2.2    Research performed in this field

Strong convective systems
4.5
Specialized numerical predictions 

4.5.1
Assimilation of specific data, analysis and initialization (where applicable)

4.5.1.1
In operation

None
4.5.1.2
Research performed in this field

None
4.5.2
Specific Models 

4.5.2.1
In operation 

Regarding specialised forecasts, the MEDIA model of radioactive air pollutant dispersion developed by Météo-France, is operated on an area covering the Czech Republic and surroundings using the meteorological fields forecasted by ALADIN. For information on a possible transport of air pollution from a more remote source, a simple trajectory model using the ECMWF deterministic forecast wind data is operated. 
4.5.2.2
Research performed in this field

Atmospheric chemistry models
4.5.3
Specific products operationally available
Concentration of pollutants.
4.6
Extended range forecasts (ERF) (10 days to 30 days) 
4.6.1
Models 

4.6.1.1
In operation

None
4.6.1.2
Research performed in this field

None
4.6.2
Operationally available NWP model and EPS ERF products
CHMI is using products of ECMWF.
4.7 
Long range forecasts (LRF) (30 days up to two years) 
4.7.1
In operation

None
4.7.2
Research performed in this field

None
4.7.2
Operationally available EPS LRF products
CHMI is using products of ECMWF.
5.
Verification of prognostic products
5.1
The operational verification of ALADIN products provides traditional scores (bias, root mean square error, standard deviation) for major weather parameters. There is continuous database since 2002. Model is verified over the area of Central Europe with respect to SYNOP and TEMP data and also with respect to the analysis. Screen level forecast parameters, including precipitation, are verified with respect to very dense climate station network of Czech Republic. 
5.2
Research performed in this field

Currently no research and development is performed in the area of verification.
6.
Plans for the future (next 4 years)
6.1
Development of the GDPFS
6.1.1 CHMI plans a major upgrade of its high performance computing platform in 2009. Further, new portal farm consisting of 8 portal and SRA servers (Sun Java Portal) and 3 application servers (Oracle Application server) and test portal infrastructure is planned to enter into operation in May 2009.
6.1.2 Following the computer upgrade the resolution of the ALADIN model will be increased both in horizontal and vertical. It is planned to introduce 3DVAR data assimilation into operations as well as more complex schemes in physics and dynamics (for example the non hydrostatic kernel provided there is a benefit in model performance).
6.2
Planned research Activities in NWP, Nowcasting and Long-range Forecasting
6.2.1 Planned Research Activities in NWP

In NWP the research will follow the international consortia research plans of ALADIN and RC LACE. CHMI will cover topics from all areas: dynamics, physics, data assimilation and hopefully also ensemble prediction.

6.2.2 Planned Research Activities in Nowcasting

In nowcasting it is planned to participate at further improvements of the INCA nowcasting system.

6.2.3 Planned Research Activities in Long-range Forecasting

There are no plans in Long-range Forecasting, but in regional (LAM-based) climate modelling.
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