ANNUAL JOINT WMO TECHNICAL PROGRESS REPORT ON 
THE GLOBAL DATA PROCESSING AND FORECASTING SYSTEM (GDPFS) INCLUDING NUMERICAL WEATHER PREDICTION (NWP) RESEARCH ACTIVITIES IN 2008
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1. Summary of highlights 
1.1  Developments of operational NWP

· The Global Medium-range forecast system TL639L60 was put into operational use on 1 June 2008. 
· The GRAPES_Meso 15Km system replaced GRAPES_Meso 30Km system for distributing the products in April  2008.
· The new-generation global TC track numerical prediction system began its operational run in July 2008. 
 Developments of GRAPES

· A new global forecast system--GRAPES_GFS with 50km horizontal resolution and 36 vertical levels has been developed, and 1-year assimilation-forecast cycle experiments have been accomplished. This system would be put into quasi-operational test in the early 2009 at NMC/CMA.
· A high-order positive-definite scalar advection scheme has been implemented in GRAPES_Meso system, and substantive improvement is obtained in the precipitation forecast, especially for the heavy rainfall forecast.
2.
Equipment in use at the Centre
· The mainframe computer for numerical analysis and prediction in CMA was still IBM CLUSTER 1600 high-performance parallel computer system, which was introduced in CMA in 2004.
· Beijing-Bangkok circuit was upgraded from X.25 link to TCP/IP link with the transmission speed of 64kbps in January 2008. 
· The backup connection between CMA and EUMETSAT was established via Internet in 2008. It was operating in parallel with CMA-EUMETSAT connection to exchange the observations and products of FY-2C, METEOSAT 7, METEOSAT 9, GOES 11 and 12 on a near real-time basis.
3.
Data and Products from GTS in use

No changes

4.
Forecasting system

4.1
System run schedule and forecast ranges 
 MACROBUTTON  AcceptAllChangesShown "[general structure of a prognostic system, models in operational use, run schedule, forecast ranges]" 
· The new global model forecast system (T639) with the global data assimilation (GSI) has run in quasi-operational since the end of 2007. The products of the system were disseminated nationwide as from 1 June 2008. .It produces global analyses (including data assimilation) at the 4 main synoptic hours 00, 06, 12 and 18 UTC and global 10-day forecasts at 00 and 12 UTC on a routine basis.
· The Typhoon relocation scheme has been used in the operational TC track forecast system. It was used in the continuous tests for making TC ensemble forecasts for the synoptic hours and TC forecasts at 00 and 12 UTC when a typhoon occurs.
Operating Schedule of NWP Systems at NMC
	   Systems
	Data cut_off(start) time

(GMT)
	    Wall clock

(GMT)
	Computer

	Global Model Forecast System

(T639L60_GSI)
	04:00  (18Z_ASSIM+9HR_FCST)
	04:00～01:15
	IBM Cluster 1600

	
	05:40  (00Z_ASSIM+240HR_FCST)
	05:40～08:30
	IBM Cluster 1600

	
	12:00  (00Z_ASSIM+9HR_FCST)
	12:00～13:15
	IBM Cluster 1600

	
	16:10  (06Z_ASSIM+9HR_FCST)
	16:10～17:25
	IBM Cluster 1600

	
	17:40  (12Z_ASSIM+240HR_FCST)
	17:40～20:30
	IBM Cluster 1600

	
	23:00  (12Z_ASSIM+9HR_FCST)
	23:00～00:15
	IBM Cluster 1600


	
	03:30  (00Z_ASSIM+120HR_FCST)
	03:35～04:00
	IBM Cluster 1600

	Global Model
	06:30 (00Z_ASSIM.）
	06:35～06:40
	IBM Cluster 1600

	(T213L31)
	10:30 (06Z_ ASSIM +72HR_.FCST)
	10:35～10:45
	IBM Cluster 1600

	
	16:30 (12Z_ASSIM.+240HR_FCST) 
	16:35～17:15
	IBM Cluster 1600


	
	22:10 (18Z_ASSIM.+72HR_FCST)
	22:15～22:25
	IBM Cluster 1600

	
	05:00 (00Z_ ASSIM +240HR_FCST)
	05:00～05:40
	IBM Cluster 1600

	Typhoon Track Forecast System

(T213L31_SSI)
	11:00 (00Z_ASSIM. +9HR_FCST)
	11:00～11:15
	IBM Cluster 1600

	
	12:00 (06Z_ASSIM.+120 HR_FCST)
	12:00～12:30
	IBM Cluster 1600

	
	16:00 (06Z_ASSIM.+9HR_FCST)
	16:00～16:15
	IBM Cluster 1600

	
	17:00 (12Z_ASSIM. +240HR_FCST)
	17:00～17:40
	IBM Cluster 1600

	
	22:00 (12Z_ASSIM. +9 HR_FCST)
	22:00～22:15
	IBM Cluster 1600

	
	22:30 (18Z_ASSIM. +120 HR_FCST)
	22:30～23:00
	IBM Cluster 1600

	
	04:00 (18Z_ASSIM. +9 HR_FCST)
	04:00～04:15
	IBM Cluster 1600

	Regional Model (MM5V3)
	03:00(00Z+48HR_FCST)
	03:05～03:35
	IBM Cluster 1600

	
	16:00 (00Z+48HR_FCST)
	16:05～16:35
	IBM Cluster 1600

	Regional Model (GRAPES)
	04:15 (00Z_ ASSIM +60HR_.FCST)
	04:20～04:40
	IBM Cluster 1600

	
	13:40 (06Z_ ASSIM)
	13:45～13:55
	IBM Cluster 1600

	
	16:50 (00Z_ ASSIM +60HR_.FCST)
	16:55～17:15
	IBM Cluster 1600

	
	22:30 (18Z_ ASSIM)
	22:35～22:40
	IBM Cluster 1600

	Ensemble Prediction

15 members

(T213L31) 
	07:30 (00Z_ASSIM+6HR_FCST)
	07:30～07:35
	IBM Cluster 1600

	
	12:30 (06Z_ASSIM+6HR_FCST)
	12:30～12:35
	IBM Cluster 1600

	
	18:30 (12Z_ASSIM+240HR_FCST)
	18:30～20:15
	IBM Cluster 1600

	
	23:30(18Z_ASSIM+6HR_FCST)
	23:30～23:35
	IBM Cluster 1600

	Prediction

15 members

(WRF) Ensemble 
	07:00(36HR_FCST)
	07:00～07:40
	IBM Cluster 1600

	
	14:00 (00Z_ASSIM+6HR_FCST)
	14:00～14:15
	IBM Cluster 1600

	
	14:15 (06Z_ASSIM+6HR_FCST)
	14:15～14:30
	IBM Cluster 1600

	
	19:00 (36HR_FCST)
	19:00～19:40
	IBM Cluster 1600

	
	00:00 (12Z_ASSIM+6HR_FCST)
	00:00～00:15
	IBM Cluster 1600

	
	00:15 (18Z_ASSIM+6HR_FCST))
	00:15～00:30
	IBM Cluster 1600

	Typhoon Track Ensemble Prediction

15members

(T213L31+Bogus)
	07:30 (00Z_120HR_FCST)
	07:30～08:30
	IBM Cluster 1600

	
	19:30 (12Z_120HR_FCST)
	19:30～20:30
	IBM Cluster 1600

	Sand Storm (MM5)
	05:30 (72HR_FCST)
	05:30～06:30
	IBM Cluster 1600

	
	18:30 (72HR_FCST)
	18:30～19:30
	IBM Cluster 1600

	Wave Watch (WW3)
	07:00 (120HR_FCST)
	07:00～07:20
	IBM Cluster 1600

	
	19:00 (120HR_FCST)
	19:00～19:20
	IBM Cluster 1600


4.2
Medium range forecasting system (4-10 days)

4.2.1
Data assimilation, objective analysis and initialization  
4.2.1.1
 In operation

 MACROBUTTON  AcceptAllChangesShown "[information on Data assimilation, objective analysis and initialization]" 
· The data assimilation system used in operation is Grid-point Statistical Interpolation (GSI) which was introduced from NECP. Compared with T213_OI NWP system, the T639_GSI can improve the north hemisphere by about 1 day in lead time. At present, the conventional observational data from GTS and the NOAA-15/16/17 satellites ATOVS 1b data are assimilated in the system. But some new satellite data, such as ATOVS NOAA-18 and METOP-2 radiance observations will also be assimilated in the system soon.
4.2.1.2
 Research performed in this field
· The GRAPES global 3DVAR system (GRAPES_GAS) is an incremental grid-point data analysis system with 1.125˚ x 1.125˚ horizontal resolution and 17 standard pressure levels. The data assimilated include the conventional GTS data, NOAA 15, 16, 17 and 18 radiances, METEOSAT9 and MTSAT AMV. The analysed variables include zonal and meridianal winds, geopotential height and relative humidity, and the first guess is from GRAPES global 6-hour forecast with the digital filter.
· The development of GRAPES global tangent linear and adjoint model has been accomplished. The parallelization of the code is under way in preparation for a 4-D VAR system.
4.2.2 Model
4.2.2.1  In operation
· TL639L60 began its operational run from 1 June 2008 with a horizontal resolution of T639 (30 km) and 60 vertical levels (up to 0.1 hPa)，and time step is 600s. 10-day forecasting is made twice a day. It is a hydrostatic model, and its physics Include orography (mean topography), gravity wave drag, 4 surface and sub-surface levels (allowing for vegetation cover, gravitational drainage, capillarity exchange, surface and sub-surface runoff, deep-layer soil temperature and moisture); evaporation, sensible and latent heat flux; planetary boundary layer, horizontal diffusion, radiation (incoming short-wave and out-going long-wave); advective and convective precipitation, snow-fall, etc.
4.2.2.2
  Research performed in this field

 MACROBUTTON  AcceptAllChangesShown "[Summary of research and development efforts in the area]" 
· The GRAPES global model (GRAPES_GAM) is a non-hydrostatic grid-point model with 50km horizontal resolution and 36 vertical levels. The structure of GRAPES_GAM is described below:
· Equations: Fully compressible equations with shallow atmosphere approximation

· Variables: Zonal wind U, meridianal wind V, vertical velocity W, potential temperature θ, specific humidity q(n) and Exner function Π.

· Numerical technique: 2-time level semi-implicit semi-Lagrangian time-stepping method; 3D vector formulation for the momentum equation; Quasi-monotone positive-definite scalar advection; non-hydrostatic.

· Horizontal grid: Modified Arawaka C-grid with V-point at the poles.

· Time step: 600s

· Vertical grid: Terrain-following Z-coordinate with Charney-Phillipps variable distribution

· Physics: Subgrid scale orography-induced gravity wave drag, RRTM LW / Fouquart & Bonnel SW, simplified Arakawa-Schubert cumulus, NCEP-cloud 5 microphysics, MRF vertical diffusion, simple land surface process with energy balance and thermal diffusion.

· Boundary forcing: Nearly real-time SST, sea-ice climatology.
· The Yin-Yang grid is being implemented into GRAPES_GAM in replacement of the lat-lon grid. And, the terrain-following Z coordinates are replaced by the hybrid coordinates (the terrain-following Z plus Z coordinates). The CoLM is being incorporated into GRAPES_GAM.
4.2.3 Operationally available NWP Products 
 MACROBUTTON  AcceptAllChangesShown "[brief description of variables which are outputs from the model integration]" 
	variables
	unit
	Forecast hours
	Levels （hpa）
	Area 

	Temperature 
	K
	00,03,06, 09,12,15,18,21,24,27,30,33,

36,39,42,45,48,51,54,57,60,

63,66,69,72,75,78,81,

84,87,90,93,96,99,102,105

108,111,114,117,120,126,132,138, 144,150,156,162

168,180, 192,204, 216,228

240
	10,20, 30,50,

70,100, 150,200,

250,300, 400,500,

600,700, 850,925,

1000
	Global grid(0.28125*0.28125)

	Height
	M
	
	
	

	U-wind
	m/s
	
	
	

	V-wind
	m/s
	
	
	

	W
	pa/s
	
	
	

	q
	Kg/kg


	
	50,70,100, 150,200, 250,300,

400,500, 600,700,

850,925, 1000
	

	rh
	%
	
	
	

	Sea level pressure
	hpa
	
	Sea level
	

	vorticity


	s-1


	00,03,06,

09,12,15,18,21,24,27,30,33,

36,39,42,45,48,51,54,57,60,

63,66,69,72,75,78,81,

84,87,90,93,96,99,102,105

108,111,114,117,120,126,132,138, 144,150,156,162

168,180, 192,204, 216,228

240
	10,20,30,50,70,

100,150,200,250,

300,400,500,600,

700,850,925,1000
	Global grid(0.28125*0.28125)

	divergence


	s-1
	
	
	

	Temperature
	K
	
	Surface
	

	Pressure
	hpa
	
	Surface
	

	10mU
	m/s
	
	9999
	

	10mV
	m/s
	
	9999
	

	2mT
	K
	
	9999
	

	2mRH
	%
	
	9999
	

	Soil temperature
	K
	
	1,2,3,4
	

	Soil moisture
	kg/m2
	
	1,2,3,4
	

	Rainfall
	mm
	
	9999
	

	Temperature Advection 
	10-6C/s
	
	200,500,700,850

925,1000


	North-east hemisphere 

	Vorticity advection
	10-11/s2
	
	
	

	T-TD
	10-1(C
	00,06,12,18,24,30,36,42,48,
	
	

	Vapor Flux
	10-1g/

hap(cm(s

10-7g/

hap(cm²s
	60,72, 96,
	
	

	Vapor Flux divergence
	
	120,144, 168
	
	

	(se
	K
	
	
	

	K index 
	(C
	
	
	


4.2.4
Operational techniques for application of NWP products (MOS, PPM, KF, Expert Systems, etc..)
4.2.4.1
 In operation 
 MACROBUTTON  AcceptAllChangesShown "[brief description of automated (formalized) procedures in use for interpretation of NWP ouput]"  
· In routine weather element forecast, predictions of low cloud cover, total cloud cover, daily mean wind speed and daily mean temperature were added to routine operation by using MOS technique.
4.2.4.2 Research performed in this field 
· An experiment on objective temperature forecast was conducted to introduce temperature observations as a factor of temperature forecasting equation. In order to contrast with traditional MOS, a control test was made to predict temperature without introducing temperature observations. The 662 test stations were selected in comparison with MOS outputs. For 48, 72, 96, 120, 144, 168, 192, 216, 240 264 hours, the control forecast by traditional MOS technology was better than the forecast under test. For 24 hour maximum temperature prediction, the test forecast was better than control test except Northeast, Southwest distract. Taking into account all stations as a whole, the mean skill of test forecast was 67.7%, and that of the MOS forecast was 67.0%. For 24-hour minimum temperature prediction, the MOS forecast was better than control test. On a whole, the average accuracy in minimum temperature within a range of 2°C in test forecast was 77.1%, and that for the MOS forecast was 76.6%.
· In objective wind predictions, wind was predicted by kernel neighbor nonparametric estimation technique from 1 December 2007 to 30 November 2008. More than 2200 stations in China were tested in 7 days with 56 forecasts in wind direction and speed. A control test was compared with DMO (Direct Model outputs) in the same period. In cases of winter, summer and fall, the test predictions were better than DMO control test in wind direction, while the control test predictions were better than that of test in the spring. For wind speed prediction of less than 3.3m/s, the mean TS skill of test prediction was 0.768, while that of DMO test was 0.752. For wind of more than 3.4m/s, the TS score for the test was 0.233, for DMO forecast it was 0.154. For wind beyond 8.0m/s, TS score for test forecast was 0.139, and 0.047 for DMO forecast. The new method was found as a useful tool for wind prediction.
4.2.5
  Ensemble Prediction System (EPS)

4.2.5.1
In operation
 MACROBUTTON  AcceptAllChangesShown "[Number of runs, initial state perturbation method, perturbation of physics?]"  (Describe also: time range, number of members and number of models used: their resolution, number of levels, main physics used )
· An updated global Ensemble Prediction System was put into quasi-operational use in June 2008: The data assimilation system for control forecast was upgraded from the optimal interpolation analysis system to the 3-D VAR assimilation system, with the capability to directly assimilate ATOVS data.
The system configuration is as follows:

· Number of members: 15-members; 14 perturbed members (adding/subtracting perturbations from 7 independent breeding cycles) plus control run.

· Initial state perturbation method: Breeding method 

· Number of models used:  1 model, T213lL31

· Perturbation of physics:   No

· Running cycle :  12Z   running each day 

- T213L31 resolution control out to 10 days. 

- 14 perturbed forecasts each run at T213L31 resolution and out to 10 days. 

- The perturbations are from seven independent breeding cycles. 

4.2.5.2
Research performed in this field 
 MACROBUTTON  AcceptAllChangesShown "[Summary of research and development efforts in the area]" 
4.2.5.3
Operationally available EPS Products 

 MACROBUTTON  AcceptAllChangesShown "[brief description of variables which are outputs from the EPS" 
· Post-processing: 
Mean/spread: Hgts (mean) and vorticity (spread) at 250hPa, 500hPa;

       relative humility at 700hPa, 850hPa;

       temperature at 850hPa, 700hPa,500hPa,250 hPa;

       wind at 850hPa, 700hPa,500hPa,250hPa;

       10m wind;     

       2m temperature 

      1000-850 hPa thickness, 1000-5000 hPa thickness, 850-700 hPa thickness;

       precipitation

       sea level pressure

· Spaghetti： 
  2m temperature, 

MAY-SEP: Highest (30,35), OCT-APR:Lowest (-8,5); (0,12)

850hPa temperature: MAY-SEP (12,24), or OCT-APR (-12,0,12）

500 hPa Hgts

MAY-SEP: (512,564); (568,588)

OCT-APR: (512,560);(544,588)

sea level pressure, 24-h total precipitation,

· Probability:  10m wind, 2m temperature, precipitation.

4.3
   Short-range forecasting system (0-72 hrs)

4.3.1
   Data assimilation, objective analysis and initialization

4.3.1.1
 In operation      
 MACROBUTTON  AcceptAllChangesShown "[information on Data assimilation (if any), objective analysis and initialization,]" (Indicate boundary conditions used)
· The GRAPES regional 3DVAR system is an incremental grid-point data analysis system with 15km horizontal resolution and 31 vertical levels the same as the GRAPES_Meso model. The data assimilated include the conventional GTS data, NOAA 15, 16 and 17 radiances. The analysed variables include zonal and meridonal winds, geopotential height and relative humidity, and the first guess is from the operational T213 global model 6-hour forecast with the digital filter as the initialization.
4.3.1.2
 Research performed in this field 
 MACROBUTTON  AcceptAllChangesShown "[Summary of research and development efforts in the area]" 
· The ground-based GPS, radar reflectivity and radial wind data assimilation is being tested.
· The code parallelization of the regional GRAPES_4DVAR is being conducted. And, the forecast experiments by using the regional GRAPES_4DVAR are being conducted.
4.3.2
    Model

4.3.2.1
 In operation  
 MACROBUTTON  AcceptAllChangesShown "[Model in operational use, (domain, resolution, number levels, range, hydrostatic?, physics used)] "  
· The GRAPES_Meso  is a non-hydrostatic grid point model with 15km horizontal resolution and 31 levels in the vertical. The forecast domain covers the whole East Asia, and the forecast domain is from 0to 72hrs. The specification of GRAPES_Meso is:
·   Equations: Fully compressible equations with shallow atmosphere approximation

· Variables: Zonal wind U, meridional wind V, vertical velocity W, potential temperature θ, moisture variables q(n) and Exner function Π.

·   Numerical technique: 2-time level semi-implicit semi-Lagrangian time-stepping method; 3D vector formulation for the momentum equation; quasi-monotone positive-definite scalar advection; non-hydrostatic.

·   Horizontal grid:  Arawaka C-grid.
·   Time step: 90s.
·   Vertical grid: Terrain-following Z-coordinate with Charney-Phillipps variable distribution.
· Physics: Subgrid scale orography-induced gravity wave drag, RRTM LW / Fouquart & Bonnel SW, simplified Arakawa-Schubert cumulus, NCEP-cloud 3 microphysics, MRF vertical diffusion, simple land surface process with energy equilibrium and thermal diffusion.
· The GRAPES-MESO operational system was upgraded on the IBM-1600 Cluser in April 2008. The operational system‘s horizontal resolution was about 15KM covering China. The vertical resolution of the model is 31 sigma layers. The main parameterization schemes include: rrtm scheme, Dudhia scheme, NCEP 3-class simple ice scheme, Monin-Obukhov scheme, thermal diffusion scheme, mrf scheme, Kain-Fritsch (new Eta) scheme. 
· No changes for NMC-MM5
4.3.2.2
Research performed in this field 
 MACROBUTTON  AcceptAllChangesShown "[Summary of research and development efforts in the area]" 
· The more sophisticated NOAH land surface scheme is being implemented;
· A higher-order accuracy positive-definite scalar advection scheme is being introduced.
4.3.3
Operationally available NWP products

 MACROBUTTON  AcceptAllChangesShown "[brief description of variables which are outputs from the model integration]"  
· The operationally available products of GRAPES-MESO are listed as follows:
	Variables 
	unit
	Initial time
	Forecast hours
	Levels(hpa)
	Area

	U-WIND               
	m/s
	  00,12


	00,03,

06,09,

12,15,

18,21,

24,27,

30,33,

36,39,

42,45,

48,51,

54,57,

60
	1000 925 850 700 600 500 400 300 250 200 150 100 70 50 30 20 10 
	70ºE－145.15ºE

15ºN－64.35ºN
Grid (0.15°*0.15°)


	V-WIND
	m/s
	
	
	
	

	Temperature
	K
	
	
	
	

	Geopotential height 
	M
	
	
	
	

	Specific humidity
	kg/kg
	
	
	
	

	Qantity cloud
	kg/kg
	
	
	
	

	Qantity rain
	kg/kg
	
	
	
	

	Vertical wind
	m/s
	
	
	
	

	Surface pressure
	hPa
	
	
	
	

	Sea level pressure
	hPa
	
	
	
	

	Convection Precipitation(rainc)
	mm
	
	
	
	

	Not Convection Precipitation(rainnc)
	mm
	
	
	
	

	Surface temperature
	K
	
	
	
	

	Surface long wave radiation flux
	W/m-2
	
	
	
	

	Surface short wave radiation flux
	W/m-2
	
	
	
	

	sueface heat flux
	W/m-2
	
	
	
	

	sueface vapour flux
	kg/m-2/s
	
	
	
	

	2mrh
	kg/kg
	
	
	
	

	2mt
	K
	
	
	
	

	10mU-wind
	m/s
	
	
	
	

	10mV-wind
	m/s
	
	
	
	


· No changes for NMC-MM5
4.3.4       Operational techniques for application of NWP products 
4.3.4.1  
In operation 
 MACROBUTTON  AcceptAllChangesShown "[brief description of automated (formalized) procedures in use for interpretation of NWP ouput]" 
(MOS, PPM, KF, Expert Systems, etc..)
· similar to  4.2.4.1
4.3.4.2
  Research performed in this field 
 MACROBUTTON  AcceptAllChangesShown "[Summary of research and development efforts in the area]" 
· similar to  4.2.4.2

4.3.5
  Ensemble Prediction System 
4.3.5.1
In operation  
 MACROBUTTON  AcceptAllChangesShown "[Number of runs, initial state perturbation method, perturbation of physics?]"  (Describe also: time range, number of members and number of models used: their domain, resolution, number of levels, main physics used)
· The WRFV2.2 was put into parallel-run with the Meso-scale Ensemble Prediction System (viz. MEPS) from the end of July 2006 at NMC/CMA. The system domain covers the main land of eastern China (95°E-130°E and 25°N-53°N). The horizontal resolution is about 15 km. Terrain-following mass coordinate is used as vertical coordinate, and vertical resolution is 35 layers, and model top reaches 10 hPa. The configuration of MEPS is as follows: 
· Number of members: 

15-members, control run plus 14 perturbed members (from 7 independent breeding cycles) 

· Initial condition perturbation method:  Breeding method

· Lateral boundary perturbation condition: 

Provided by CMA/NMC Global EPS

· Perturbation of physics: Yes, Through analyzing the inherent uncertainties in the parameterization schemes of model physical processes, existing differences in modeling strong convective weather and near surface elements, and the parameterization scheme for plausible perturbation in model physical processes, a perturbation technique for multi-physical processes was developed.

· Number of models used: 1 (WRF V2.2)
· Running cycle:  
Run twice/day starting at 00 UTC and 12 UTC. The 36 hours forecast was made for both control run and perturbation forecast

· Main physics used:
·  Grid-scale Clouds and Precipitation: WSM 3-class simple ice scheme with prognostic treatment of vapor, cloud water/ice, and rain/snow. 

·  Moist Convection: Betts-Miller-Janjic scheme, Grell-Devenyi Ensemble, New Kain-Fritsch.

·  Vertical Diffusion: YSU scheme with diagnostic K-closure method. 

·  Surface Layer: Similarity theory Using stability functions from Paulson (1970), Dyer and Hicks (1970), and Webb (1970) to compute surface exchange coefficients for heat, moisture, and momentum. 

·  Soil Processes:  MM5 5-layer soil temperature model. 

·  Long wave radiation: RRTM from MM5, which is based on Mlawer et al. (1997), and it is a spectral-band scheme using the correlated-k method.

·  Short wave radiation: base on Dudhia (1989) and from MM5. It is a simple downward integration of solar flux, accounting for clear-air scattering, water vapor absorption (Lacis & Hansen 1974), and cloud albedo and absorption. It uses look-up tables for clouds from Stephens (1978). Further options: Goddard scheme is based on Chou & Suarez (1994); GFDL parameterization scheme (Lacis & Hansen (1974).

4.3.5.2
 Research performed in this field 
 MACROBUTTON  AcceptAllChangesShown "[Summary of research and development efforts in the area]" 
· NMC/CMA organized and participated in the Meso-scale Ensemble Prediction Research and Development Project (B08RDP), which was preliminarily endorsed at the 7th session of WWRP Science Steering Committee (SSC), as a 5-year (2005-2009) international research and development programme, to improve short-range and very short-range weather forecasts of high-impact weather with high-resolution and cloud-resolving ensemble prediction methods, in support of the Beijing 2008 Olympic Games. 6 WMO Members from China (NMC and CAMS), Canada, United States, Japan, Austria and France participated in the project focussing on the following 4 themes: (1) To improve understanding of the high-resolution and very short range probabilistic prediction processes, to identify the sources of errors, and error reduction options through numerical experiments (cloud resolving simulations and convective events); (2) To conduct comparative experiments on meso-scale Ensemble Forecasts including their performance assessments and verifications; (3) To demonstrate the role of meso-scale EF in improving the short-range forecasts of high-impact weather; (4) To train forecasters in use of meso-scale EF products, and if possible, to provide weather forecasting service for 2008 Beijing Olympic Games, and to set up accessible database for future research efforts.
During the past 4 years, all B08RDP participants tested real or near real ensemble forecasts in a common framework from 2006 to 2008, thus accessible database was established and prepared for future research. Multiple methods were used to assess forecast skills of MEP system, such as Spread, RMSE, Talagrand diagram, BS score, reliability diagram, economic value, etc, to calibrate its spread, bias, sharpness, resolution and predictability. Verifications ranged from the surface elements to high level variables. Meanwhile, to establish a close interactions between ensemble products and forecasters, forecaster’s subjective evaluation was treated as a main approach in ensemble forecast verifications. To allow EF to play a greater role in Olympic meteorological service delivery, multiple measures were taken including weather consultations. All B08RDP participants emphasized on the importance of improving performances of ensemble prediction system and related techniques, still some scientific aspects in B08RDP deserve further work: e.g. what is the values-added of meso-scale EPS in comparison with Global EPS or with high-resolution deterministic forecast? what is the efficient way to perturb initial condition and surface elements, what is the impact of physics variations? and how to devise a hybrid and efficient ensemble prediction system?, etc. Through the implementation of B08RDP, most of scientific issues concerning to MEP were put forward and investigated, however, in-depth cooperation among participants should be continued in future.
4.3.5.3   Operationally available EPS Products
 MACROBUTTON  AcceptAllChangesShown "[brief description of variables which are outputs from the EPS" 
4.4          Nowcasting and Very Short-range Forecasting Systems (0-6 hrs)
4.4.1

   Nowcasting system 
4.4.1.1

   In operation 
 MACROBUTTON  AcceptAllChangesShown "[information on processes in operational use, as appropriate related to 4.4]" 
· In 2008, CMA initiated the development of the first version of nowcasting system SWAN (Severe Weather Automatic Nowcasting system). This nowcasting system aimed at providing an integrated state-of-the-art and swift severe weather nowcasting platform that is suitable for operational applications. SWAN ingests data from China’ new-generation Doppler radars, AWSs, satellite, and mesoscale numerical weather prediction model. It offers a tool for severe weather monitoring, analysis, warning and prediction. The current SWAN version provides a software package that integrates a series of nowcasting algorithms and functions, including 3D radar mosaic, Storm identification, tracking and prediction, quantitative precipitation estimate, short-hour quantitative precipitation forecast, real time forecast verification, severe weather warning, and interactive forecast tools. SWAN will be deployed in eastern China in 2009, and more useful algorithms and functions will be developed for its next version.
· The Beijing Meteorological Bureau developed a nowcasting system for Beijing 2008 Olympic Games, The system delivered a wide range of useful services for the Games.
4.4.1.2   Research performed in this field   
 MACROBUTTON  AcceptAllChangesShown "[Summary of research and development efforts in the area]" 
· In Swan development process, it was focused on the nowcasting algorithms improvements, including 3-D radar mosaic, storm identification, tracking and prediction, quantitative precipitation estimate, short-hour quantitative precipitation forecast, real time forecast verification, severe weather warning.
· The Swan is based on MICAPS 3 (Meteorological information comprehensive analysis and process system) in China.  The system integration for the nowcasting visualizations, interactive forecast tools were developed and its first version was issued.
4.4.2
   Models for Very Short-range Forecasting Systems 
4.4.2.1

   In operation

 MACROBUTTON  AcceptAllChangesShown "[information on models in operational use, as appropriate related to 4.4]" 
4.4.2.2    Research performed in this field 
 MACROBUTTON  AcceptAllChangesShown "[Summary of research and development efforts in the area]" 
· In 2008, the Rapid Update Cycle system (GRAPES_RUC) was developed as a real time system to substitute WRF_RUC in NMC. The GRAPES_RUC system was based on GRAPES model and assimilation system, with a 1-h intermittent assimilation cycle, in which a new analysis was produced every hour using the previous 1-h forecast as a background. The domain of analysis system covered all China, with a horizontal resolution of 15km and 31 vertical levels. This system was tested to provide short-hour forecasts (3-, 6- and 12-hour) every 3 hours. With this system, some rainfall events were simulated and analysed.   
4.5
Specialized numerical predictions 

[on sea waves, storm surge, sea ice, marine pollution transport and weathering, tropical cyclones, air pollution transport and dispersion, solar ultraviolet (UV) radiation, air quality forecasting, smoke, sand and dust, etc.] 
4.5.1
Assimilation of specific data, analysis and initialization (where applicable) 
4.5.1.1
In operation

 MACROBUTTON  AcceptAllChangesShown "[information on the major data processing steps, where applicable]" 
· CUACE/Dust Data Assimilation System (DAS)
The 3-D VAR DAS was used in operational sand/dust storm forecasts in 2008, and data used for assimilation include: visibility, weather phenomena, sand/dust index (IDDI) derived from FY-2C/2D satellites, and PM10 concentrations. With DAS, more reasonable initial fields were provided for the CUACE/Dust model on near real-time basis.
4.5.1.2
  Research performed in this field

 MACROBUTTON  AcceptAllChangesShown "[Summary of research and development efforts in the area]" 
· CUACE/Dust-related R&D
R&D efforts are under way to develop assimilation schemes for deriving quantitative sand/dust loading from FY-3 data and other new data.  
4.5.2
  Specific Models 
4.5.2.1    In operation  
 MACROBUTTON  AcceptAllChangesShown "[information on models in operational use, as appropriate related to 4.5]" 
· CUACE/Dust forecasting system: The Modeling System
The CUACE/Dust forecast system was developed by the China Meteorological Administration (CMA) through on-line nesting an aerosol module into a meso-scale weather forecast model MM5. The system treats the aerosol microphysics with a database to describe the land surface characteristics. The 72-h operational forecasts were made twice per day, starting at 00 and 12 respectively. The system showed a good performance in forecasting SDS (sand/dust storm), especially severe SDS.
· Ocean wave forecasting model: NMC operates a global ocean wave forecasting model. The model consists of the WAVEWATCH III model (NOAA, version 2.22) with winds input from the global spectral model T213L31. Bogus gradient winds are input when typhoon exists over the Western North Pacific to improve the predictability of typhoon-driven waves. Based on hot initialization, the model uses the 12-h wave forecast as its initial field. The model computes the ocean waves up to 10 days updated every 12 hours from 00 and 12 UTC with a 1o x 1o resolution. Its products are outputted every 6 hours. Forecast verifications are made against buoy data.
· Regional Ocean Wave model: A high resolution wave forecasting system was operating in real-time in 2008. The model covered 2 domains: (1) Western North Pacific, providing 72-h ocean wave forecasts, nested in the global wave model with a resolution of 11 km; (2) Bohai Sea and Yellow Sea, forecasting the waves up to 48 hours, nested in the Western North Pacific wave model with a 5-km resolution. Winds for both wave models were output from WRF model. Forecast verifications were made with buoy data.
· Environmental emergency response system: NMC is a Regional Specialized Meteorological Centre (RSMC) specializing in Atmospheric Transport Modelling Products for Environmental Emergency Response in WMO RA II. The operational Environmental Emergency Response (EER) system in RSMC Beijing is based on Hybrid Single-Particle Lagrangian Integrated Trajectories (HYSPTLIT4, NOAA Air Resources Laboratory) Atmospheric Transport Model which is driven by meteorological input resulting from the operational numerical weather prediction system T213L31 global model. The system operates at any time in response to any emergencies and provides forecasted trajectories, concentrations (or exposures) and depositions for nuclear accident, volcanic ash, smoke and other episodes.
A fine-mesh (15km by 5km) environmental emergency response system based on HYSPLIT 4 and WRF model was put into operational run in December 2008. The new system forecasted trajectories, concentrations and depositions with fine GIS information within 30 minutes after receiving the instruction in response to regional atmospheric environmental emergency.
4.5.2.2
 Research performed in this field 
 MACROBUTTON  AcceptAllChangesShown "[Summary of research and development efforts in the area]" 
· Air Quality observation and control assessment: From June to September 2008, CMA conducted a non-stop and extensive monitoring campaign for air quality warning and control in Beijing. Particulate matter including PM10, PM2.5, sulphate, BC, OC, AOD and reactive gases including O3, NOx and SO2 were measured. These ground-based measurements were reinforced with AOD and column NO2 derived from satellite data (Zhang, 2008).
Various atmospheric pollutants decreased dramatically in Beijing during the Beijing 2008 Olympic Games. It was related not only to temporary emission control regulations in Beijing but also to the weather conditions, especially, the subtropical high to the south of Beijing, the frequently eastward-shifting though in the westerlies and the cold continental high with clear to cloudy days or showery weather over Beijing.
After removing the weather factors from other years, the emission reduction due to traffic ban of 300,000 “yellow-tag” vehicles after 1 July 2008 led to 40% reduction of NO2 concentration, 15~25% of PM10, 25~30% of traffic related BC and about 25~40% of OC and nitrates. While the traffic cut by half according to the odd/even vehicle plate numbers after 20 July 2008 resulted in an additional 15~20% decrease in concentrations of various reactive gases, but with a slight PM increase and about 30% O3 increase.
· CMA Forecasting System – CUACE (Unified Atmospheric Chemistry Environment)：CUACE is a unified chemistry module developed in CMA which could be easily coupled with different weather and climate models at various temporal and spatial scales (Gong et al., 2003; C.H. Zhou, 2008). It incorporates complex chemistry processes, gas-particle conversions, SOA and aerosols. In gas phase chemistry, 66 gas species for O3, NOX, SO2, NH3, CO, CO2 and VOCs can be simulated through 21 photochemical reactions. Major aerosol processes such as the generation, hygroscopic growth, coagulation, nucleation, condensation, dry depositions, scavenging and activations have been built in the sectional aerosol physics. The aerosol thermodynamic scheme -ISORROPIA was also introduced for ammonia-sulfate-nitrate-chloride-sodium-water inorganic aerosol in thermodynamic equilibrium with gas phase precursors.
For its application to the Beijing 2008 Summer Olympic Games, CUACE was coupled with MM5. the positive definite conservation scheme - MPDATAT was adopted to describe large-scale pollutant transportation; turbulent transport scheme was based on MRF turbulence diffusion which was driven by gradient transport. The forecasting system covered Asia and the Eastern Europe, with a resolution of 54 km. The initial boundary conditions were from the CMA’s Medium-range model T213.
By using China’s emissions from Cao (2006), CUACE was operating in real time from 1 July to the end of September during the 2008 Summer Olympic Games, providing the Beijing Meteorological Bureau and Beijing Municipal Environmental Protection Bureau with 12- and 24-hour products like PM10, O3 and visibility, which were updated every 2 hours. 
CUACE is now being coupled with the Chinese new-generation NWP forecasting system GRAPES (a Global and Regional Assimilation and PrEdiction System) and with China regional climate model BCC_AGCM2.0.1.
· CUACE/Dust-related R&D: CMA Centre for Atmosphere Watch And Services (CAWAS) established GRAPES-CUACE/Dust model by on-line coupling CUACE/Dust with GRAPES-Meso model, operating on a trial basis. Improvements are under way in terms of sand/dust emissions, transport, deposition and other physical processes. The wind erosion database was updated to improve quantitative SDS forecasts. 
· Plam：Plam is a pollution index derived from a correlation between observed PM10 and key meteorological data such as air temperature, relative humidity, winds, air pressure, visibility, clouds, evaporation, air stability and weather phenomena from 2000 to 2007. Higher Plam indicates poorer air quality featured with high temperature and humidity and stable weather conditions. With wind speed and direction, weighted Plams in the sites outside of Beijing can provide transport potentials of pollutants to Beijing from surrounding areas. Plam worked together with CUACE for 3 to 7 days stable weather condition forecasts in support to 2008 Summer Olympic Games.
4.5.3
Specific products operationally available 
 MACROBUTTON  AcceptAllChangesShown "[brief description of variables which are outputs from the model integration]" 
· CUACE/Dust forecasting system: The products from the CUACE/Dust include 3D sand/dust concentrations, distributions, intensity, emission flux, wet and dry depositions. The forecast domain covers most area of Asia, especially the countries with frequent SDS. Products were provided to China and WMO SDS Asia/Central Pacific Regional Centre.
· Ocean Wave Forecasting System: Products from the ocean wave models include (1) significant wave height (HS), (2) mean wave cycle (Tm), (3) mean wave direction; (4) wind speed and direction at ocean surface; (5) temperature difference at ocean surface; and (6) mean wave length, etc.
· Environmental Emergency Response System: EER products include: (1) 3-D forecast (0-72 hour) forward and backward trajectories; (2) Time-integrated airborne concentrations of the different forecast periods; (3) Total deposition (wet & dry) pattern.
4.5.4
Operational techniques for application of specialized numerical prediction products (MOS, PPM, KF, Expert Systems, etc.) (as appropriate related to 4.5) 

4.5.4.1
 In operation  

4.5.4.2
 Research performed in this field 
4.5.5
Probabilistic predictions (where applicable)  

4.5.5.1
 In operation  
4.5.5.2  Research performed in this field 
· An ensemble wave forecasting system was operating in real-time in 2008. The system ran the existing operational wave model using winds from the operational 15 member ensemble system, which produced ensemble mean and probability wave products. Verification showed the performance of the ensemble forecast was better than the control forecast.
4.5.5.3
  Operationally available probabilistic prediction products 

4.6
Extended range forecasts (ERF) (10 days to 30 days) 

4.6.1
  Models 

4.6.1.1
  In operation

 MACROBUTTON  AcceptAllChangesShown "[information on Models and Ensemble System in operational use, as appropriate related to 4.6]" 
· AGCM (T63L16) and observed SST anomaly persistence were used to make 10-to-30 day extended ensemble forecasts. The EF system produced 6 forecasts per month, with 45-day integrations in each run.  The 40-day forecasts selected from the agreeable samples were used for post processing in order to produce 5-, 10- and 30-day anomalies. AGCM is T63 with 16 vertical layers at a mesh of 1.875°. Each ensemble forecast included 40 ensemble members at the utmost. Half of them are generated with lagged average forecast (LAF) method, the other half with singular vector decomposition (SVD) method.
4.6.1.2
  Research performed in this field

 MACROBUTTON  AcceptAllChangesShown "[Summary of research and development efforts in the area]" 
· The madden-Julian Oscillation (MJO) is believed to fill up the so-called prediction gap between synoptic and seasonal forecasting. Impacts of the MJO on rainfall and temperature and circulation anomalies in different seasons in China were studied in 2008. It was found that the MJO significantly modulated the precipitation pattern over China. Generally, MJO in winter influences the rainfall in China mainly through both remote correlation and modulation by MJO to the circulation in the subtropics and mid-latitudes. For the subtropics, MJO influences the northward moisture transport coming from the Bay of Bengal and the South China Sea by modulating the southern trough of the Bay of Bengal and the western Pacific subtropical high. In the mid-latitudes, moisture transports eastward accompanying MJO; and the Rossby wave trains in the middle latitude modulate the circulation over mid-latitudes, e.g. they may impact East Asia winter monsoon and the low trough over the central Asia. The observation and MJO predictions were used in extended forecast and service delivery.
4.6.2
Operationally available NWP model and EPS/ERF products

 MACROBUTTON  AcceptAllChangesShown "[brief description of variables which are outputs from the model integration]" 
· Products were provided operationally on a routine basis, including surface temperature, precipitation, sea level pressure (200hPa, 500hPa, 700hPa), geopotential height (200hPa and 700hPa), wind field, and probability NWP products, such as temperature and 3 precipitation categories (i.e. below, near and above normal). The time validities were the coming 1st 10 days, 2nd 10 days, 3rd 10 days, and 4th 10 days.
4.7 
Long range forecasts (LRF) (30 days up to two years)  
4.7.1
In operation

 MACROBUTTON  AcceptAllChangesShown "[Describe: Models, Coupled? (1 tier, 2 tiers), Ensemble Systems, Methodology and Products]" 
· The dynamical climate model-based prediction system of Beijing Climate Center (BCC) has been put into operational use since 2005. The model system is designed for providing monthly and seasonal products. It consists of AGCM/BCC model (2 tiers) for monthly prediction, CGCM/BCC model (1 tier) for Seasonal Prediction, simplified ocean-atmosphere coupled model for inter-annual ENSO variability, East Asian Regional Climate Model for Seasonal Prediction with higher resolution (RegCM/BCC), and Oceanic Data Assimilation System (GODAS/BCC).
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Fig. 4.7.1 First generation of BCC Dynamical Climate Model Prediction System

a) 30-day forecasts: Based on AGCM/BCC, BCC issues the 30-day global prediction in the first day of every pentad, i.e., 1st, 6th, 11th, 16th, 21st and 26th in every calendar month, and the prediction length are 30 days including two different periods from 1st to 30th day and from 11th to 40th day for monthly prediction, respectively. For temperature and precipitation, BCC issue both deterministic and probabilistic predictions. The main ensemble methods include the equal-weight, the linear-weight and the parabolic-weight method.
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Fig. 4.7.2   monthly predictions (updated every 5 days)

b)  Seasonal forecasts: Based on CGCM of BCC, BCC also issues the global seasonal prediction products in the first pentad of every month; the leading time varies from 0 to 8 months. For temperature and precipitation, BCC issues both deterministic and probabilistic predictions.
[image: image2.png]Operational Procedure

2002-2004 Seasonal to interannual Prediction (updated every season)

PredPeriodJan Feb Mar Apr May Jun [Jul Aug Sep Oct Nov Dec Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov

feb L | Spring
Yar Flood Season
tor ] APCN
SIF May | Summer
hug | Fall
Oct I Annual
Nov ] Winter

2005 Seasonal to interannual Prediction (updated every month)

PredPeriodJan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec Jan

Jan I

feb I
Nar I
Apr I
Nay I
qp Im I
Tul I
hug I
Sep I
Oct I
Nov I

Dec

y . LN

\ S>24

CEN N




Fig. 4.7.3 The paradigm of seasonal to inter-annual predictions (updated every month)

4.7.2
Research performed in this field

 MACROBUTTON  AcceptAllChangesShown "[Summary of research and development efforts in the area]" 
· Combined with different ensemble approaches including ensemble mean (EM), multiple linear regression (MLR) and singular vector decomposition (SVD), 3 Chinese climate models developed by Beijing Climate Center (BCC) and Institute of Atmospheric Physics (IAP) are used to perform multi-model ensemble forecasts, which provide the reference to preparation of seasonal predictions on operational basis. Results show that MLR and SVD ensembles are helpful to reduce the root mean square error (RMSE) in individual models, and the RMSE of SVD ensemble is the least in the 3 ensemble approaches. However, the ACC scores of MLR and SVD ensembles show no advantages compared to the EM. In China, the seasonal predictability is relatively low, and the abilities of climate models are generally poor for seasonal precipitation, leading to insignificant improvement of skills with MLR and SVD approaches in multi-model ensemble forecasts for seasonal precipitation over the region.
4.7.3
Operationally available EPS LRF products
 MACROBUTTON  AcceptAllChangesShown "[brief description of variables which are outputs from the model integration]" 
· monthly forecast: The spatial resolution of the global monthly prediction products is 2.5˚×2.5˚ for all products. These products are issued in the first day of each pentad in every month. The issued variables are geopotential heights in 200hPa, 500hPa and 700hPa, precipitation, 2-m temperature, horizontal winds in 200hPa and 700 hPa and SLP.
· seasonal and inter-annual prediction: The spatial resolution of the global seasonal and interannual prediction products is 2.5˚×2.5˚ for 850hPa air temperature, 500hPa geopotential height, horizontal winds for 200hPa and 850hPa, and a gaussian-grid horizontal resolution of 192×96 for precipitation (large-scale, convection and total precipitation, respectively) and 2-m temperature. The leading time of the seasonal forecasts varies from 0 to 8 months. These products are issued in the first pentad of every month. Now all our products are issued in the NetCDF format, which can be used directly by GrADS software.
5.
Verification of prognostic products  

5.1
 MACROBUTTON  AcceptAllChangesShown "[annual verification summary to be inserted here]" 
5.1.1  The verification  against  analysis  of  operational  numerical  forecast  model (T213) in  2008  are  as  shown  in  the  following  table (a).
(a)  RMSE of Z(500) and W(250)

	Month
	Valid    time
	Z(500)
	W(250)
	W(850)

	
	
	NH
	SH
	NH
	SH
	Tropics
	Tropics

	
	24
	15.8
	18
	5.7
	5.4
	6.1
	2.4

	1
	72
	43.8
	52.1
	11.6
	13.6
	9.8
	3.7

	
	120
	72.3
	76.1
	17.1
	18.7
	11.7
	4.6

	
	24
	15.5
	18.2
	5.6
	5.4
	6
	2.3

	2
	72
	43.8
	55
	11.2
	13.7
	9.3
	3.8

	
	120
	73.2
	85.4
	17
	19.7
	10.9
	4.6

	
	24
	13.8
	18.5
	5.4
	5.4
	5.4
	2.1

	3
	72
	38.1
	55.1
	10.8
	13.5
	8.1
	3.3

	
	120
	63
	82.7
	15.8
	18.8
	9.4
	4

	
	24
	14
	19.8
	5.7
	5.8
	5.6
	2.1

	4
	72
	40
	63.1
	11.6
	14.8
	8.6
	3.3

	
	120
	67.3
	97.8
	16.9
	21.3
	10.3
	3.9

	
	24
	12.5
	20.7
	5.6
	5.8
	5.5
	2.1

	5
	72
	35.7
	63.7
	11.7
	14.9
	8.6
	3.5

	
	120
	57.7
	99.9
	16.5
	21.3
	10.6
	4.2

	
	24
	12.4
	23.8
	5.4
	6.8
	5.8
	2.3

	6
	72
	32.1
	73.3
	10.8
	17.5
	9.3
	3.8

	
	120
	50.6
	112.3
	15.2
	24.1
	10.8
	4.5

	
	24
	11.2
	22.9
	5.3
	6.4
	5.7
	2.3

	7
	72
	28
	66.6
	10.7
	15.8
	8.8
	3.8

	
	120
	44.1
	102.6
	14.5
	22.1
	10.3
	4.5

	
	24
	11
	22.9
	5.3
	6.5
	5.7
	2.3

	8
	72
	28.2
	68.2
	11
	16.2
	9
	3.9

	
	120
	44.7
	105.7
	15
	22.1
	10.3
	4.6

	
	24
	12.4
	22.1
	5.3
	6.3
	5.6
	2.3

	9
	72
	34.4
	63.4
	11.7
	15.6
	8.7
	3.8

	
	120
	56.3
	96.8
	16.7
	21.5
	10.4
	4.6

	
	24
	13.2
	20.1
	5.2
	6.1
	5.5
	2.3

	10
	72
	35.7
	56
	11.6
	14.9
	8.5
	3.6

	
	120
	60.7
	85.7
	17.1
	21.1
	9.9
	4.2

	
	24
	13.8
	22.3
	5.3
	6.5
	5.6
	2.3

	11
	72
	36.3
	61.9
	10.9
	16.1
	8.8
	3.5

	
	120
	63.3
	88.9
	16.4
	21.2
	10.6
	4.2

	
	24
	15.4
	20.7
	5.7
	6.2
	5.7
	2.3

	12
	72
	44.4
	54.1
	12.3
	14.3
	8.9
	3.6

	
	120
	77
	79.6
	18.6
	18.8
	11.1
	4.4


5.1.2   The verification  against  observations  of  operational  numerical  forecast  model (T213)  in  2008  are  as  shown  in  the following  table (b).
(b)  RMSE of Z(500) and W(250)
	Mont (h)
	Valid  time
	Z(500)
	W(250)

	
	
	N.A
	Europe
	Asia
	Australia
	N.A
	Europe
	Asia
	Australia

	
	24
	25.3
	20.8
	17.9
	39.2
	9.6
	7.1
	7.1
	15.4

	1
	72
	60.8
	44.6
	34.1
	61.6
	17
	12.7
	10.8
	21.7

	
	120
	90.8
	86.4
	57.1
	67.4
	23.5
	20.9
	14.9
	23.9

	
	24
	21.8
	25.5
	22.4
	37.3
	9.7
	7.5
	8.3
	13.4

	2
	72
	56
	52.8
	36.1
	56.3
	15.2
	12.9
	11.8
	16.8

	
	120
	77.8
	89.9
	52.7
	68.4
	20.2
	22
	15.8
	18.9

	
	24
	24.1
	17.6
	19.9
	44.3
	9.2
	6.9
	7
	13.2

	3
	72
	66.3
	40.1
	35.5
	70.6
	15.3
	11.7
	11.5
	17.1

	
	120
	90.5
	82.9
	60
	87
	20
	20.8
	16.2
	20.3

	
	24
	25.6
	30.4
	17.2
	42.2
	8.6
	6.4
	7.9
	13.7

	4
	72
	46.5
	58.8
	33.7
	61.3
	14.3
	11.6
	12.4
	18.3

	
	120
	68.9
	87.3
	56.3
	76.1
	18.8
	17.9
	16.1
	20.8

	
	24
	21.6
	22.7
	18.6
	59.7
	9
	7.2
	9.2
	15.7

	5
	72
	57.8
	36.2
	31.2
	84.9
	16.4
	10.4
	12.6
	23.2

	
	120
	96.2
	58.5
	50.7
	118.6
	24.4
	15.9
	16.7
	24.5

	
	24
	18.2
	35
	15.8
	55.2
	8.4
	7.3
	8.4
	13.8

	6
	72
	40.5
	46.5
	31.4
	77.1
	14.6
	12.2
	12.8
	19.3

	
	120
	64
	66.7
	50.5
	90.9
	20
	16.3
	16.5
	23.3

	
	24
	16.2
	26.6
	15.7
	90.7
	8.2
	6.9
	8.2
	20.7

	7
	72
	35.5
	41.1
	26.9
	120.1
	13.2
	11.9
	11.9
	28.2

	
	120
	52.8
	53.6
	38.7
	129.5
	17.2
	17
	15.2
	30.9

	
	24
	16.5
	18
	15.9
	65.3
	7
	7.6
	7.8
	19.4

	8
	72
	32.7
	32.2
	26
	93
	12.1
	12.1
	11.2
	23.6

	
	120
	47.1
	49.1
	35.7
	116.1
	15
	15.5
	14
	28.3

	
	24
	24.1
	22.5
	15.2
	64.3
	7.7
	8
	7.8
	18

	9
	72
	39.3
	40
	26.7
	84.9
	12.5
	13.3
	12
	22.7

	
	120
	58.6
	61.2
	38.7
	106.6
	18
	18.5
	15.1
	24.5

	
	24
	18.1
	19.3
	15.9
	61.8
	8.2
	7.8
	7.4
	16

	10
	72
	39.5
	50.3
	30.5
	93.6
	14.7
	16
	11.9
	22.6

	
	120
	63.9
	71
	46.5
	104.1
	20
	23
	15
	24.4

	
	24
	21.2
	18.6
	15.8
	67.4
	8.4
	7.6
	6.8
	18.8

	11
	72
	51.1
	42.5
	27.5
	93.4
	16.2
	13.9
	11.1
	22

	
	120
	73.3
	89.4
	48
	103.6
	21.1
	23.7
	14.6
	25

	
	24
	24
	28.7
	16.3
	72.7
	9.5
	7.7
	7.2
	17.9

	12
	72
	58.8
	48.5
	32.5
	99
	17.3
	12.6
	10.7
	23.7

	
	120
	86.2
	90.9
	57.5
	108
	23
	21.4
	14.7
	26.2


5.1.3   Verification for monthly 500hPa height by AGCM
The spatial ACC values of monthly 500hPa height for 5 regions with different lead time (10 days, 5 days and 0 day) are shown in figure 5.1, which are calculated by utilizing the NCEP/NCAR reanalysis and 500hPa height predicted by AGCM/BCC. The climatology is the average from 1982 to 2002.

In general, the high value of ACC occurs in a shorter lead time in most months (figure 5.1a) . 500hPa anomaly by AGCM is very similar to NCEP/NCAR reanalysis in Eurasia in January, February, March, June and December than that in other months in 2008 from figure 5.1(b) and 5.1(c).
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Fig. 5.1 Monthly ACC of 500hPa height with different lead time between NCEP/NCAR reanalysis and prediction by monthly forecast of dynamical climate model of BCC in 2008.  (a) Average ACC of all months in 2008; (b) from Jan to Jun and (c) from Jul to Dec.
TRO: tropical region: 0-360°, -20°N-20°N;
SET: extra-tropical region in south semi-sphere: 0-360°, 90°S-20°S;
NEET: extra-tropical region in northeastern sphere: 0-180°E, 20°N-90°N;
EUA: Eurasians: 30-180°E, 20°N-90°N;

NET: extra-tropical region in north semi-sphere: 0-360°, 20°N-90°N
5.1.4   Verification for monthly Precipitation and Temperature in China by AGCM
Figure 5.2 shows spatial ACC of precipitation and temperature in China between gauge observations and predictions by AGCM in 2008, using the products with 10-day lead time. It can be concluded that the prediction skills of temperature is much better than that of precipitation. The value of annual mean and that for more than six months exceed 0.5, which indicates AGCM predicted monthly temperature with higher skills in China for most months in 2008.
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Fig.5.2 Monthly and average spatial ACC in China of precipitation and temperature between gauge observation and prediction by AGCM/BCC in 2008 (lead time: 10days)

5.1.5 Verification for seasonal Precipitation and Temperature in China by CGCM
Figure 5.3 shows seasonal spatial ACC in China with different lead times for precipitation and temperature between gauge observation and prediction by CGCM/BCC for 2008. The positive correlations occur in DJF and MAM with the maximum prediction skill for temperature in MAM. 
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Fig. 5.3 ACC of Seasonal precipitation and temperature with different lead time between gauge observation and prediction by CGCM/BCC in China

5.2   Research performed in this field

 MACROBUTTON  AcceptAllChangesShown "[Summary of research and development efforts in the area]" 
No changes
6.
Plans for the future (next 4 years) 
6.1
Development of the GDPFS     
6.1.1   MACROBUTTON  AcceptAllChangesShown "[major changes in the Operational DPFS which are expected in the next  year]" 
No changes.

6.1.2   MACROBUTTON  AcceptAllChangesShown "[major changes in the Operational DPFS which are envisaged within the next 4 years]" 
No changes.
6.2
Planned research Activities in NWP, Nowcasting and Long-range Forecasting 
 MACROBUTTON  AcceptAllChangesShown "[Summary of planned research and development efforts in NWP, Nowcasting and LRF for the next 4 years]" 
6.2.1  Planned Research Activities in NWP   
The Regional GRAPES with 3DVAR has been in operational run since 2006. The global GRAPES will be in quasi-operation in this summer of 2009. Both regional and global GRAPES components will be further improved in the next 4 years:
The global GRAPES deterministic systems： (1) Horizontal resolution will be increased to 25km. The top of the model will be extended up to 50km. (2) 3DVAR system will continued to be improved for the operational run. The 4DVAR system will be put in quasi-operation. (3) 70-80% of satellite data sets could be assimilated for the operational applications.
The regional GRAPES deterministic systems： (1) Horizontal resolution will be increased to 5km. The top of the model will be extended up to 50km. (2) Based on 3DVAR, GRAPES_RUC (Rapid Update Cycle) system will operate at hourly interval. (3) The radar reflectivity and the density meso-scales observations could be effectively assimilated.
GRAPES_TCM (Tropical Cyclone Model) tropical cyclones forecast systems: (1) Performance of initialization with Bogus vortex and relocation schemes. (2) Improvement of Satellite and radar observation assimilation schemes.
Ensemble Prediction Systems: (1) Improvement of BGM scheme for both regional and global ensemble forecasts; (2) Based on the adjoint model of 4DVAR, SV vector scheme will be developed for generation of initial perturbation. (3) Horizontal resolution: 50km for global EPS and 15km for regional PS, with 15-51 sample members.
Special model applications: (1) GRAPES_Meso will be used to drive the different specialized models, such as Sand/Dust model, air quality model, hydrological model. (2) regional atmosphere-ocean coupled model will be developed.
6.2.2  Planned Research Activities in Nowcasting

6.2.3  Planned Research Activities in Long-range Forecasting  
In the end of 2008, the coupled ocean-land-atmosphere-ice model BCC_CSM1.0 was set up in Beijing Climate Center (BCC), China Meteorological Administration (CMA). On the basis of the BCC_CSM1.0, the second generation short-term climate prediction system in CMA will be established in the next few years. It will have ability to couple with different models describing various components of the climate system, i.e., atmospheric, land, ocean, and sea-ice models. By that time, the multi-model ensemble system will be used to achieve operational short-term climate predictions.
To achieve this goal, BCC is planning to:
(1)   Increase the model resolution of BCC_CSM to around 0.5º latitude/longitude;

(2)  Improve the physical processes including the cloud, radiation, precipitation and PBL to meet the needs of short-term climate predictions, and modify the land surface processes related to the Tibetan Plateau;

(3)  Upgrade the current operational ocean data assimilation system to BCC_GOGAD2.0 version, and develop a land surface data assimilation system;

(4) Set up the BCC_CSM1.0-based multi-model super-ensemble system to reduce the uncertainties in seasonal climate predictions.

(5)  Establish the BCC_CSM1.0-based 10-30 day extended forecasting system. 

(6) Couple aerosol and chemistry model with the regional climate model (BCC_RegCM1.0), and increase its resolution from 60km to about 30-40km over across China.

7. 
References
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