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1.
SUMMARY OF HIGHLIGHTS
Major changes in the operational data processing and forecasting system in 2013:
25 June: Implementation of Cy38r2. Upgrade of the vertical resolution in the high-resolution forecast model (HRES), the main assimilation (4DVAR), the ensemble of data assimilations (EDA) and the Boundary-Conditions (BC) optional programme from 91 to 137 levels. The model top remains at 0.01 hPa. A number of other changes were introduced with this cycle to enhance the cycle’s performance and to prepare for future upgrades, namely the revision of background error variances at 137 levels based on IFS Cy38r1, the adaptation of EDA calibration and filtering for 137 levels, the deactivation of the model error cycling in the stratosphere, the modification of surface drag parametrization and test parcel entrainment in boundary layer and shallow convection, an adjustment of non-orographic gravity wave drag to be consistent with the seasonal forecast System-4, an oxygen absorption correction in the radiation scheme, the revision of Sea-ice/SST (sea-surface temperature) quality control over the Caspian Sea and the correction of the glacier mask over Iceland.

19 November: Implementation of Cy40r1. This cycle introduced a combination of changes for the ensemble forecasts (ENS), namely the tendency coupling of ocean with atmosphere from initial time using a new NEMO version and the inclusion of wave effects on ocean circulation, an increased vertical resolution, and the addition of land surface parameter perturbations to the ENS initial conditions. The change for ENS from 62 to 91 levels raises the model top from 5 hPa to 0.01hPa and more than doubles the number of levels between 100 hPa and 5 hPa. The cycle also includes major model changes that apply to both HRES and ENS: The convection scheme has been revised to address the longstanding problem of updraft initiation too early in the day thus improving the diurnal cycle of precipitation. Secondly, the modification of vertical diffusion and orographic drag alleviates systematic wind shear and wind turning errors in the boundary layer.

A detailed catalogue of changes to the ECMWF forecast and analysis systems is available on the ECMWF web site at: http://www.ecmwf.int/products/data/operational_system/index.html.
2.
EQUIPMENT IN USE
The computer equipment in use at the end of 2013 is summarised in Table 1. More information can be found on the ECMWF website http://www.ecmwf.int/services/computing/.
Table 1: Computer equipment in use for operational activities (end of 2013)

	Machine
	Processors
	Memory (GB)
	Storage (TB)
	Tape Drives

	2 IBM Cluster 1600
	2x8600 (4.76GHz Power6)
	2x18816
	2x600
	

	5 HPrx4640
	5x4
	5x8
	18
	

	12 IBM p-series

80 linux
	60
600 cores
	380
3840
	1500
	200 (40PB data on tape)


3.
DATA AND PRODUCTS FROM GTS IN USE
A summary of data received through the GTS and other sources and processed at ECMWF is given in Table 2.
Data coverage maps for most of these data are available. They can be found by going to http://www.ecmwf.int/products/forecasts/d/charts/monitoring/.
Table 2: Number of GTS products processed (31 Dec 2012, mean daily counts)

	Data type
	Mean
	Data type
	Mean
	Data type
	Mean

	SYNOP
	92819
	AMV-MET9
	1073281
	HIRS-NOAA17
	624755

	SHIP
	11547
	AMV-FY-2E
	42227
	HIRS-NOAA18
	57895

	METAR
	44767
	AMV-FY-2D
	21963
	HIRS-NOAA19
	842917

	DRIBU
	28967
	AMV-TERRA
	82944
	SCAT-ASCAT
	1218086

	MOORED
	237
	AMV-AQUA
	39285
	IASI-METOP
	318748

	AIREP
	9474
	SSMI-F15
	29746
	OZONE-NOAA16
	989

	AMDAR
	123495
	AMSUA-NOAA15
	325092
	OZONE-NOAA17
	880

	ACARS
	126766
	AMSUA-NOAA16
	503302
	OZONE-NOAA19
	1207

	TEMP-LAND
	1256
	AMSUA-NOAA18
	681943
	OZONE-AURA
	50148

	TEMP-ASAP
	9
	AMSUA-NOAA19
	624348
	OZONE-GOME-2
	91851

	PILOT
	760
	AMSUA-AQUA
	314010
	GRAD-MET7
	287596

	DROPSONDE
	0
	AMSUA-METOP
	455756
	GRAD-MET9
	724196

	PROFILER-USA
	390
	AMSUB-NOAA15
	147644
	GRAD-GOES13
	326820

	PROFILER-EU
	5198
	AMSUB-NOAA16
	223441
	GRAD-GOES15
	291953

	PROFILER-JAP
	858
	AMSUB-NOAA17
	141850
	GRAD-MTSAT
	128887

	PROFILER-CAN
	117
	AMSUB-NOAA18
	298667
	AIRS-AQUA
	302560

	AMV-GOES13
	295136
	AMSUB-NOAA19
	288630
	
	

	AMV-GOES15
	276579
	MHS-METOP
	219930
	
	

	AMV-MET7
	160832
	HIRS-NOAA16
	46599
	
	


4.
FORECASTING SYSTEM
4.1
SYSTEM RUN SCHEDULE AND FORECAST RANGES
The following forecasts are produced operationally at ECMWF (December 2013):

Medium-range: global atmospheric model coupled to ocean wave model

· Forecast to ten days from 00 and 12 UTC at 16 km (T1279) resolution and 137 levels.

· 51-member ensemble forecasts to 15 days from 00 and 12 UTC at 32 km (T639) to day 10, then 64 km (T319) to day 15; 91 levels.

· Global ocean forecast to ten days from 00 and 12 UTC at 28km resolution; European waters wave forecast to five days from 00 and 12 UTC at 10km resolution.

Extended range (monthly): atmosphere-ocean coupled model

Twice per week, from 00 UTC Thursday and Monday, the medium-range ensemble forecast is extended to 32 days to provide a forecast for the month ahead. There is no change of resolution at day 15, so the atmospheric resolution remains at 64 km, 91 levels; from day 10 onwards, the atmospheric model is coupled to the ocean model, which has horizontal resolution of 1°  (with enhanced meridional resolution near the equator), 42 levels.

Long range (seasonal): atmosphere-ocean coupled model

The seasonal forecast is run once per month as a 51-member ensemble with a forecast range of seven months. The initial conditions are for the 1st of the month; the forecast is released on 8th. The atmospheric resolution is 80 km (T255) with 62 levels; the ocean model has horizontal resolution of 1° (with enhanced meridional resolution near the equator) and 42 levels.
4.2
MEDIUM RANGE FORECASTING SYSTEM (4-10 DAYS)
4.2.1
Data assimilation, objective analysis and initialization

4.2.1.1
In operation

The operational data assimilation is four-dimensional variational multi-variate analysis (4D-Var) for wind, temperature, humidity, surface pressure and ozone. Incremental 4D-Var with three inner/outer loops is used. The outer loop is at 16 km (T1279) and the minimisation (inner loop) is using one at 125 km (T159) followed by two more at 80 km (T255) resolution on 137 levels. The vertical resolution was upgraded from 91 levels in June 2013. The operational configuration comprises two 6-hour 4D-Var analyses, centred at 00 and 12 UTC, from which the main forecasts are initialised. In addition there is a continuous 12-hour 4D-Var analysis cycle (observations from 09–21 UTC and 21–09 UTC) that runs with a delayed cut-off time to allow the maximum possible number of observations to be used. Short forecasts from these analyses are used as the background fields for the main 00 and 12 UTC 6-hour assimilations. The Ensemble of Data Assimilations (EDA) provides an ensemble of estimates of the current state of the atmosphere and its uncertainty. Flow-dependent, filtered and scaled variances sampled from the EDA provide background error estimates for the 4D-Var analysis. The current configuration of EDA comprises 10 members at 50 km (T399) resolution (using T95 and T159 inner loops). The ensemble size was increased from 10 to 25 members in November 2013.
Surface parameters: OSTIA sea surface temperature analysis from the UK Met Office and sea ice analysis from the EUMETSAT Ocean and Sea Ice SAF; soil moisture analysis (Extended Kalman Filter); snow depth; screen level temperature and humidity (all three are independent Optimum Interpolation analyses).
4.2.1.2
Research performed in this field

(a) Vertical resolution upgrade

Operational implementation of L137 in Cy38r2.The vertical resolution upgrade to L137 was implemented operationally in Cy38r2. For the analysis part, significant effort went into computing and tuning new background errors and filters for the EDA variances. Several iterations were required for the move from 91 to 137 levels before suitable background errors were obtained. The cycling of model errors for the weak-constraint 4DVAR caused significant problems.

Number of outer-loop iterations. In Cy38r2 the number of outer-loop iterations for the time critical ‘early delivery’ suite was increased from two to three, as with the implementation of the hybrid EDA/4DVAR system and its associated more dynamical background errors, recent investigations in collaboration with FD identified cases in which the analysis of tropical cyclones did not converge properly with two outer loops. The analyses were considerably improved when a third outer iteration was performed (Bonavita et al., 2012). Furthermore, it was found that the general forecast scores for CY38r2 were also improved by the upgrade to three outer iterations.

Climatological structure of the background errors. The climatological structure of the background errors, B, has been recomputed several times for the L137 assimilation system. The final version, used operationally in CY38r2, was obtained by gathering statistics from the experimental L137 version of the EDA. This results in sharper structure functions for the L137 version, compared to the L91 version. Significant effort also went into the design and implementation of the background errors used in the ERA 20th Century reanalysis. Further research studies, related to hurricane Sandy, have shown the importance of retuning background errors when the observing system is changed significantly (McNally et al., 2013). All these activities have made it even more evident that research and development of background error formulations is still very important. The significant effort ECMWF has put into this area during the last eight years has paid off handsomely.

Use of online estimates of unbalanced errors from the EDA. A limitation of the previous EDA implementation resides in the fact that only the balanced part of the 4DVAR errors (i.e. those errors which are in an approximate geostrophic balance) was estimated online from the EDA. The unbalanced part of the background errors was modelled by spatially homogeneous, static climatological estimates. This limitation has been removed in Cy38r2, where online estimates of unbalanced errors from the EDA are also used. The largest impact is visible in the boundary layer and in the tropical stratosphere. This is consistent with the expected weakening of the mass-wind balance constraint in the boundary layer and the signature of convection-generated gravity waves in the tropical stratosphere. 

(a) Ensemble of data assimilations (EDA) and Ensemble Kalman Filter (EnKF)

Use of EDA for the radiance background errors. In 2013 with Cy40r1, the EDA, routinely used to provide background errors to 4DVAR and initial perturbations to ENS, was also implemented for the radiance background errors used for quality control, making the “randomization method” obsolete. The dynamic observation quality control due to increased background errors results in using more observations with increased weight. This will also pave the way towards designing a flow-dependent data thinning method that will improve the exploitation of satellite data.

Influence of the EnKF ensemble size and resolution. ECMWF has developed an EnKF research code to support the development of the EDA. During the last year the influence of the EnKF ensemble size and resolution on the analysis and forecast skill has been assessed. This study shows very small benefit of increasing the ensemble size from 120 to 240 members. A set of experiments has been performed with increased model resolution (going from T159 to T639) and two ensemble sizes (60 and 120 members). The results show a very strong improvement going from T159 to T319 in the scores with a much smaller improvement going from T319 to T639. Changing the ensemble size from 60 to 120 in this latter set of experiments gives modest impact.
Inter-comparison of EnKF, 4DVAR, and the 4DVAR hybrids. The inter-comparison of EnKF using the LETKF (Local Ensemble Transform Kalman Filter) formulations, 4DVAR and the corresponding hybrids (4DVAR&EDA and 4DVAR&LETKF) for analysis using only surface observations has been completed. It has been confirmed that the background error specification for the hybrid 4DVAR&EDA is very important. The tuning of flow-dependent background error estimation is required to make 4DVAR and EDA perform as well as EnKF for significantly reduced observing system experiments, like early 20th century scenarios. The EnKF has also been upgraded to a Kalman Smoother that in a simple way extends the assimilation window from 6 to 12 hours. This gave a disappointingly small improvement in forecast skill. Further investigations are required to understand why.

Improved covariance modelling. There is still a need for a better understanding of the role of balance constraints in the assimilation system. The balance operators describe the correlations between errors in the mass and wind fields, and have been assumed to be a vital component of the background error covariance model. However, experimentation has shown that removing the balance operators from the background error covariance matrix has almost no impact on the quality of the 4DVAR analysis or the subsequent forecast. The balance operators, computed from earlier EDA versions, appear to be implicated in generating noise in the stratospheric analysis, and in producing vertical oscillations in the analysis at polar latitudes. But the previously identified problems, that the EDA based background error statistics contain gravity waves in the stratosphere, has to a large extent been resolved. With the climatological background error covariances computed from a recent (Cy38r2) EDA the single observation increments are much more balanced with a significant reduction in gravity wave noise. ECMWF is planning to reinstate the balance constraint in 4DVAR in the stratosphere during the coming year.
(b) Nonlinear aspects of error covariance modelling

Nonlinear transformation between the analysis control and model variables. The use of a nonlinear transformation between the analysis control variable and the variables of the model has shown significant benefit for the humidity analysis. The method provides a straightforward way to take into account certain non-Gaussian aspects of the background error statistics, such as asymmetries near zero humidity or saturation. The approach has been extended to other cloud variables. Similar aspects are important for greenhouse gases and aerosol observations, therefore the approach is now being evaluated in the context of MACC. The EDA-based background error estimates are central to this work, both to guide the conceptual model developments and to calculate conditional probability distributions.

Using cloud condensate as an analysis control variable. A research version of IFS is available where cloud condensate has been added to the analysis control variable. The tangent-linear and adjoint physics have been extended to allow cloud variables to be incorporated, and the observation operator has been made cloud-sensitive. Successful research has developed a transform of the cloud condensate quantities to a more Gaussian quantity. The main benefit is expected to be increased and improved use of cloud affected observations during the assimilation window.

(c) Length of assimilation window and saddle point algorithm

24-hour non-overlapping assimilation window. A 24-hour non-overlapping assimilation window has been used for the production of ERA 20C with very positive results. Recently, experiments have been carried out to test the impact of a longer assimilation window in the operational context. In this context, the operational requirement for an updated analysis twice daily implies that successive analysis windows overlap. Experiments have shown that the overlapping of analysis windows improves the forecast. This is believed to be because, in the overlapping configuration, the background forecast is launched from a more recent analysis, and is consequently more accurate. 

24-hour 4DVAR experiments with the full operational observing system. Experiments with the full operational observing system so far have shown mixed results, with a positive impact beyond the day-5 forecast range, but degradation at shorter ranges. These results are consistent with earlier full observing system results at lower resolutions and with earlier model versions. This phenomenon is not yet understood. A tentative explanation for the positive impact in the medium range is that the large, slowly-evolving scales are better constrained with a longer window, and that this has a positive effect on the longer range forecast. The degradation of forecast scores in the shorter range may be because we do not yet account for the random component of model error. This limits the degrees of freedom available to fit the large number of observations within the window, leading to a degraded fit to observations when compared with 12-hour 4DVAR. This would affect mostly the small scales in the analysis and the shorter ranges of the forecast. 

Preconditioning of the saddle point algorithm. Progress has been made on the saddle point formulation of 4DVAR. Initial experiments had suggested that the saddle point formulation requires a larger number of iterations to minimize the inner-loop cost function, when compared with the conventional “forcing” formulation of weak-constraint 4DVAR. But that this increased computational cost could be compensated for by the increased parallelism of the saddle-point formulation, resulting in an overall decrease in wall-clock time on a parallel computer. However, recent work has shown that the slower convergence of the inner loop was due to the use of a sub-optimal solution algorithm for the saddle point system. Using an improved GMRES solver results in a significant acceleration of the convergence, and a consequent reduction in the number of iterations required. At least in a simplified, quasi-geostrophic test case, the computational efficiency of the saddle-point algorithm now appears to be on par with the more conventional approach. It appears that the saddle-point approach is at least as effective in reducing the cost function as the conventional approach. This result is key towards the development of an efficient full weak-constraint split-window 4DVAR system.

(d) Observation error characterisation, quality control and bias correction

Objective techniques to estimate the full error covariance. A variety of objective techniques are being used to estimate the full error covariance (including inter-channel correlation) taking into account scene dependence. The specification of observation error will continue to incorporate special requirements for Principal Component (PC) assimilation and cloudy data, as is already done for microwave imagers and humidity sounders. It is important to note that the saddle point algorithm referred to above does not require the inverse of the observation error correlation matrix, and will make handling of correlated observation errors much easier. This exercise will take into account that the operational 4DVAR now uses background error covariances modified by output from the Ensemble of Data Assimilations (EDA). Spread in the EDA is, at least in part, driven by observation perturbations based upon the magnitude of the observation errors. There is thus a potential feedback mechanism that will have to be studied very carefully. 

Huber-norm variational quality control. The Huber-norm variational quality control results in a smoother transition between full acceptance and rejection of observations, and allows groups of mutually-supporting observations to retain a weight in the analysis, even if they contradict the background. Pre-analysis ‘first-guess’ checks, which were too tight for several observation types, have been relaxed. The Huber-norm variational quality-control scheme is now being retuned, following recent major upgrades of the assimilation system. It will be extended to include moisture observations from radiosondes and aircraft and probably also satellite observations. 

Observation bias correction. Several important data types have significant observation bias. Currently, satellite radiances, ozone, surface pressure, aircraft temperatures and solar effects on radiosonde data are bias corrected. VarBC has been developed for bias-correction of ground based GPS measurements and surface pressure data. It will be extended to cater for AMDAR and TAMDAR aircraft humidity data.

(e) Land Data Assimilation System

Snow and screen-level parameter data assimilation. There has been continuous developments of the snow and screen level parameter data assimilation systems, based on Optimal Interpolation (OI), and consolidation and enhancement of the simplified extended Kalman filter (EKF) used for the soil moisture analysis. A significant part of the developments and research also focuses on preparing land surface observations, including pre-processing, forward operator improvement, bias correction, and relation with National Meteorological Services and space agencies for data exchange. Both conventional and satellite measurements are used for land data assimilation and for validation. 

Computation of Jacobians for the EKF. Work is ongoing to externalise the computation of Jacobians for the EKF. Further steps for the EKF externalisation will also include the observations interface and link to the COPE activities. These major developments require completely revising the surface analysis and the EKF structures as well as the surface analysis observations interface. Current developments to externalise the EKF will make it possible to run the LDAS in a fully stand-alone mode, at a significantly reduced computing cost. So, it will enable including the LDAS tasks in the outer-loop cycling of 4DVAR thereby improving the coupling between the surface and the upper air analyses, which is a key objective.

(f) New observations and re-evaluation of existing data 

Comparing conventional observation usage at ECMWF and Met Office. There has been a comparison of the conventional observation usage at ECMWF and Met Office. This has revealed that the two centres receive similar number of radiosonde, profiler and SYNOP pressure observations. But the Met Office uswed significantly more METAR observations. A detailed investigation showed that this was due an acquisition encoding error at ECMWF. It has now been corrected. A similar comparison of radar and profiler wind data by EUMETNET identified missing observations at ECMWF; this is due to non-standard BUFR formats that other centres could handle, and this issue is being addressed. We will also continue the observation usage comparisons with other NWP centres, for the benefit of all centres. 

Screen-level and radiosonde data. Work on screen-level data assimilation has started by comparing innovation statistics for 10-metre winds and 2-metre temperatures, especially the average geographical distribution, with Met Office statistics. Also the ability to assimilate high-resolution radiosonde BUFR data has been developed. Work to fully account for drift is still in progress. 

(g) Operational developments in the use of satellite data

New satellite observations. Following a thorough evaluation of the data during the calibration/validation phase, observations from the ATMS microwave sounder on-board S-NPP have been assimilated operationally since 25 September 2012. Added to the full observing system the assimilation of ATMS leads to a small positive forecast impact. CrIS on S-NPP is being monitored operationally and is providing data of excellent quality, though it is not yet assimilated. Several Metop-B instruments (AMSU-A, MHS, HIRS, ASCAT, GRAS, AVHRR AMVs, GOME-2 and IASI) have also been evaluated in the ECMWF system, confirming data quality that is comparable to that from similar sensors (e.g. on Metop-A). Added to the full observing system, the Metop-B instruments give a significant positive forecast impact.The microwave sounder data have been assimilated operationally since 10 December 2012. ASCAT and GRAS are also operational. As with CrIS on S-NPP the Metop-B IASI is of excellent quality but care needs to be taken to optimise the balance of observations and handling of correlated error from the four high spectral resolution infrared sounders. The Metop-B HIRS had initial data quality issues, though data quality has improved to be much closer to the level expected.
(h) Operational improvements in the use of satellite observations

A number of improvements in the use of satellite observations were introduced during 2013, mostly in Cy40r1

Use of microwave humidity sounder data for cloudy scenes.. Assimilation of microwave humidity sounder data (MHS, SSMIS) in the presence of precipitating clouds has until now been limited by the difficulty of modelling the scattering radiative transfer of atmospheric snow at frequencies above 60 GHz. The model of the optical properties of snow have been improved by using the discrete dipole approximation. This makes the observation operator much more accurate, particularly in deep-convective situations. This has allowed the all-sky use of microwave imager and sounding channels at 90 and 183 GHz over ocean surfaces. These modifications improve dynamical forecast scores, seen clearly in the background fit to wind observations, and thus reduced the size of the wind increments. The greatest benefit  is found in the middle latitude storm tracks.

Use of microwave sounding data over sea-ice and cold sea-surfaces. Cy40r1 includes an extended use of microwave sounding data over sea-ice and cold sea-surfaces. Over sea-ice, the dynamic emissivity retrieval scheme is now applied to AMSU-A and MHS data, as has previously been implemented over land. For MHS, this required modifications that take into account the larger variations in emissivity with frequencies encountered over sea-ice. The dynamically retrieved emissivities lead to better departure statistics for lower sounding channels of AMSU-A and MHS, allowing the assimilation of previously unused MHS data in these regions. The assimilation leads to improvements of biases against other observations and improved forecast scores.

Calibrated versions of the EDA spread in radiance space. A scheme has been implemented in Cy40r1 that uses calibrated versions of the EDA spread in radiance space for quality control decisions, replacing an earlier scheme that relied on a randomisation approach. The EDA spread is calculated from radiance fields of all members, and the calibration is performed using statistics of background departures for radiance observations. The latter step also provides insightful diagnostics on the EDA performance. The calibration consists of a zonally varying scaling of the EDA spread, and larger scaling factors tend to be required over the extra-tropics compared to the tropics for upper tropospheric temperature sounding channels, with some seasonal dependence. This finding is consistent with the analysis-based scaling used when providing background error estimates for the control variables of 4DVAR, although there are some differences in the magnitude of the scaling factors. The scheme is applied to ATOVS and related data, providing a situation-dependent estimate for the background error contribution to the expected standard deviations of the departures of observations from background. These estimates are used in the background check, often referred to as the FG-check (first guess check) to eliminate gross outliers. As part of the revision, the limits applied in this FG-check have also been revisited, and more data that deviates further from the first guess are now assimilated, avoiding data rejection in areas where the background is not reliable. 

Situation-dependent observation error and symmetric quality control for AMVs. A better use of existing AMV datasets was introduced in Cy40r1 by having situation-dependent observation error and symmetric quality control for AMVs. Height errors have been estimated based on model best-fit pressure statistics in the ECMWF system and are found to be around 70–100 hPa, comparable with estimates at the Met Office. The estimated height errors are translated to wind errors using the background wind profile following the approach introduced in Forsythe & Saunders (2008). Tracking errors have been estimated from observation minus model background statistics by selecting cases where the wind error due to error in the height is small. The defined tracking errors vary from 2 to 3.2 ms-1 depending on height and satellite. The final observation error for each AMV combines the tracking error and the height assignment error, resulting in a highly situation dependent observation error. The changes in the quality control simplify the background check and also remove the asymmetric component of the background check. This asymmetric test was tighter for AMVs that under-report the wind speed compared to the model background. The largest improvements were seen in the tropics at low levels (pressures above 600 hPa) but some positive impact is evident elsewhere. In the revised system the number of used AMVs is increased by about 4% compared to the current operational system. 

Other changes. Progress also has been made in the use of imager-assisted cloud detection for hyperspectral sounders in Cy40r1. The imager data is useful in cases where cloud cover in the sounder's field-of-view is partial and there is a large skin temperature error compensating for the radiative effect of cloud. Experiments indicate a systematic warming in the boundary layer over Arctic Ocean, which is interpreted as a consequence of the improved cloud detection over sea ice. Also, in Cy40r1, the one-dimensional bending angle observation operator for Radio Occultation (RO) observations has been changed to assume more physically realistic refractivity variations between the model levels in the stratosphere. This change has been shown to reduce forward model biases in the Met Office system, but the impact at 

(i) Progress towards future operational improvements in the use of satellite observations

Assimilation of all-sky data over land. The all-sky approach has not previously been tested over land surfaces. This is being developed for the SSMIS humidity sounding channels. The clear-sky system has been extended to the all-sky framework, alongside emissivity estimates from Aires et al. (2011). The observation errors are being derived using the scattering index as a predictor and the changes are being tested . By accounting for higher errors in cloudy regions the normalised differences in the all-sky case appear less biased than the clear-sky case and so would not bias the analysis. 

Sources of bias in microwave imager data. In collaboration with JMA and Météo-France, sources of bias in microwave imager data are being studied, in particular those arising from weaknesses in the ocean surface emissivity (for ocean whitecapping and azimuthal dependency). The use of wave model data to better model some of these effects is being studied and already there are encouraging results, showing that it is possible to model the ocean white-capping from the wave dissipative energy analysed by the wave model. There has been a long-standing problem in microwave imager all-sky assimilation in cold sectors in middle latitudes. This has been studied and found to not be solely due to model cloud biases as previously thought, but also to correlate strongly with biases arising from non-treatment of azimuthal variation of emissivity and lack of treatment of the effect of atmospheric stability on whitecap generation. A new model for these two effects has shown considerable promise to eliminate these biases. 

Assimilation of cloud affected infrared spectra. The assimilation of cloud affected infrared spectra has and will continue to focus on establishing a robust framework in which these data can interact with the model physical parametrizations and dynamics to constrain important meteorological variables in 4DVAR, under the all-sky framework. A framework for all-sky infrared radiance assimilation exists at ECMWF. For practical operational runs a drastic reduction in the memory requirements was needed which is to reduce the number of cloudy streams used in the radiative transfer model from around 50 to 1. This is not accurate for use in window channels or other channels sensitive to the lower troposphere where multiple cloud layers need to be simulated, but it works well in mid- and upper-tropospheric water vapour sounding channels. Proof-of-concept all-sky assimilation runs have been made in the context of the full observing system, with the addition of HIRS channels 11 and 12 in a basic all-sky approach (e.g. no superobbing, constant observation error with cloud amount). Channels 11 and 12 are water vapour channels and are being used to prototype a system that can then be extended to the high spectral resolution sounders; channel 12 might be expected to work well, but channel 11, peaking much lower, was more doubtful. However the assimilation results are good, with no degradation in fits to temperature observations and improved background fits to microwave water vapour and cloud sensors (e.g. MHS, SSMIS). 

Exploitation of water vapour and ozone sensitive channels. Work has continued to further exploit water vapour and ozone sensitive channels from the infrared spectra. In both cases only a very conservative (small) set of channels are currently assimilated and effort will be directed towards expanding this to provide more detailed information to the analysis. Progress had been made in improving cloud flags on water vapour -sensitive channels, and these will be revised in the near future. Because of the large effect that humidity errors have on background departures, these cloud flags are determined by comparing the channel's weighting functions with long-wave temperature channels. However the dependence of the weighting functions on background humidity increases the risk of an incorrect cloud flag. If the background is too dry the weighting function penetrates too deeply in the troposphere, introducing an excess risk of a false alarm and conversely if background is too moist the weighting function does not penetrate deeply enough, introducing an excess risk of missing a cloud. The risk of missing cloud is considered to be low as cloud can only exist in saturated air. Therefore a saturated humidity profile is assumed while determining the cloud flags, reducing the number of false alarms. 

Redesign of the assimilation system for high spectral resolution sounders. A possible radical redesign of the assimilation system for high spectral resolution sounders is being tested – moving away from using selected sub-sets of radiances – to the direct assimilation of PCs of the observed spectra. Considerable progress has already been made in this area with prototype PC systems performing as well as equivalent radiance based systems under controlled experimental conditions. The initial prototypes have now been upgraded and tested exhaustively in the context of full operational observing system experiments – although still restricted to the use of PCs only from cloud-free IASI spectra. 

Radio occultation 2D-bending angle forward operator. Significant progress has been made in the development of a more accurate 2D-bending angle forward operator, noting that the benefits of a more sophisticated approach may become more obvious as the NWP model resolution increases. The 2D operator has already been shown to change significantly the analysis and work will continue to evaluate these changes with a view to operational use of the 2D operator. The sensitivity to the specification of RO observation errors and the introduction of vertical correlations will continue be investigated. 

Off-line data assimilation and monitoring system. The objective of the two-year ESA funded STSE (Support to Science Element) Study – EarthCARE (Earth Clouds, Aerosols and Radiation Explorer) Assimilation is the development of off-line data assimilation and monitoring system to exploit spaceborne radar and lidar cloud observations within NWP models. Efforts has been devoted to the development of the off-line systems for monitoring and assimilation of both cloud radar and lidar data, including components such as observation error, bias correction, forward operator and quality control.  A basic framework for monitoring time series of cloud radar and lidar observations has been established based upon time series of cloud observations from the CloudSat radar, the CALIPSO lidar and the corresponding reflectivity, and respective backscatter background departures simulated from the ECMWF model. The monitoring suggests that the routine evaluation of time trends in instrument anomalies benefits from background information, allowing the detection of small drifts in the radar signal earlier in time. Similar results can be obtained when considering the standard deviation as monitoring statistics. In this case, considering background departures allows for the identification of small changes in random noise in the radar signal. The one-dimensional variational (1D-Var) assimilation system built for radar has been extended to be able to exploit lidar observations in clouds. 

Using the updated 1D-Var system, experiments have been performed using observations of radar reflectivity from CloudSat and lidar backscatter from CALIPSO, either separately or in combination. The performance of the 1D-Var assimilation has been verified against independent observations (i.e. observations which were not assimilated), such as cloud optical depth from MODIS or radar reflectivity and lidar backscatter when not assimilated. This study has showed that the 1D-Var analyses get closer to assimilated observations as well to independent observations; with the impact of cloud radar reflectivity being larger than the one of lidar backscatter. Analysis increments of temperature and specific humidity have also been evaluated since they can provide information about impact of the assimilated observations on the control variables of the 1D-Var system. This evaluation revealed that both increments are modified by the assimilation of cloud related observations thus having an impact on the structure of model clouds 

(k) Assimilation of ozone and SMOS data 

Ozone data. Ozone data is assimilated in the operational NWP system from a range of instruments, so although the loss of good quality data from ENVISAT was serious, the ozone analysis is still fairly well constrained, at least for total column ozone. The IFS ozone analysis is considered now to be of good quality, with errors similar to that of the MACC ozone analysis. A priority post-ENVISAT was the testing use of the 21 level SBUV ozone product to try to recover accuracy in the vertical profile of ozone and attention is now being given to use of MLS ozone and also ozone from the new OMPS instrument on Suomi-NPP. Experiments have been performed to understand the wind tracing capability of SEVIRI ozone sensitive radiances in 4DVAR. Studies have focused on channel 5 of SEVIRI, which has sensitivity to ozone profile, but are also sensitive to atmospheric temperature profile, lower tropospheric water vapour and the surface. In our experiments, we have tested allowing the dynamical link between the ozone analysis and the mass/wind variables. In the full observing system, the assimilation of one additional ozone sensitive channel from SEVIRI might have an impact in the ozone analysis by slightly improving the background fit to HIRS and IASI ozone sensitive channels, but this does not lead to statistically significant improvements in the forecast wind scores. SEVIRI channel 5 is not yet assimilated operationally.
Use of Soil Moisture and Ocean Salinity (SMOS) brightness temperatures. Significant effort has been devoted to the preparation of the land surface assimilation system to accommodate Soil Moisture and Ocean Salinity (SMOS) brightness temperatures, as well as in the preliminary impact study of these data in the IFS. Optimization of the system is currently underway, in particular current progress is being achieved in the identification of hot-spots (regions characterized with low vegetation canopy and strong sensitivity to soil moisture variations) with direct application in the improvement of the observations quality control check. A new novel soil moisture product for the nominal life of SMOS (May 2010 to October 2012), based on the assimilation of screen-level variables and SMOS reprocessed brightness temperatures, has also been produced. The scores show significant reduction of the RMSE of near-surface temperature and relative humidity up to five days forecast, particularly in North America and Europe. However slight degradation was found in other regions, which may partly due to contamination of the signal in these areas. 

(l) Ocean and sea-ice data and initialisation 

Monitoring and assimilating surface wind and wave data. Various ASCAT-A scatterometer assimilation configurations have been tested including the use of ocean currents, lower observation error and different thinning. Diagnostics also included Forecast Sensitivity to Observations (FEC). Results suggest that the use of the ocean currents in the system and a reduction of the observation error should be beneficial. Also an extensive analysis of the impact of ASCAT-A and ASCAT-B scatterometer data on analysis and forecast is under way considering the complementarity of the two sensors.

Towards weak coupling. In the framework of the CERA project a considerable amount of work is under way to develop a weakly-coupled data assimilation system. It is intended that this system will be used for the production of the next generation reanalyses and it is expected to be the prototype for the initialisation of the next generation operational coupled ocean circulation/ocean wave/atmosphere forecasting system. In the weakly coupled approach the first guess is provided by the coupled system while the analysis of ocean circulation, ocean waves and sea ice is performed during one of the trajectory runs. In the reanalysis the spatial resolution of the ocean model is expected to be 1 degree with 75 layers in the vertical. 

SST nudging scheme. An SST nudging scheme, which involves a short and a long time scale, has been developed. On the one hand it helps to avoid the drift of the coupled model, while on the other hand the sub-seasonal variability (as provided by the model) is retained. Although further work is probably required the modelled sub-seasonal variability already is in fair agreement with observed variability in SST. 

Ocean reanalysis at ORCA-025. A first ocean reanalysis at ORCA-025 was conducted assimilating T/S for the period 1979–2010. Analysis of the results indicated that work is needed to tune the horizontal de-correlation scales. Several options have been implemented (in addition to the existing ones) and tested, in a set of short reanalyses (2005–2010). Different numerical options of computation of vertical gradients (needed for the balance relationships) have been tested. Also the vertical de-correlation scales have been revised. 

Observational datasets extended and upgraded. Observational datasets have been extended and upgraded. In addition, tide gauge data will be used in the assimilation. Experiments have been carried out using the new OSTIA reanalysis produced by the Met Office under MyOcean project. A more flexible and cheaper strategy for the estimation of the MDT has been implemented, and is currently under evaluation. 

Ocean diagnostics. Ocean diagnostics have been developed to cope with the high-resolution ocean model. The data volumes of the ORCA025 make data handling and multi-year statistics quite difficult. Most of the statistics are based on monthly means, which are computed online and interpolated into a coarser 1x1 degree lat/long resolution. This also facilitates comparison between models at different resolutions. A set of automatic verification for SST, sea ice and SeaLevel (this latter using both AVISO and CCI) has been implemented in the ocean model simulations and ocean reanalysis suites. Integrated ice diagnostics have been implemented to study the impact of the ice analysis on forecast.

(m) Data assimilation for atmospheric composition

Background statistics for aerosol. New background statistics have been estimated for aerosol using the NMC method. This was needed because of changes to the aerosol model that were needed to correct a problem with the wet deposition. Background statistics have been calculated both for the single total aerosol control variable and the dual control variable (fine and coarse mode aerosol). The same NMC method was also used to estimate background statistics for the new C-IFS chemical model using the TM5 chemistry scheme. These new background statistics clearly have a positive impact on the data assimilation results and will be implemented in the MACC-II pre-operational system in the coming year. For the greenhouse gases work is on-going to use the Ensemble Data Assimilation (EDA) method to estimate background errors. In addition to perturbing the observations (GOSAT and IASI) surface fluxes are also being perturbed to properly account for the uncertainties in these fluxes. This results in higher standard deviations and longer horizontal correlation lengths, especially near the surface where the impact of flux errors on the atmospheric concentrations is largest.

Observation operators. For the various observation operators different aspects are being investigated or implemented. For the greenhouses gases (and to a lesser degree also the various reactive gases) it is important to take into account the difference between mixing ratios with respect to dry or wet air. Most, if not all, observations are defined with respect to dry air, while the IFS is treating the tracers with respect to wet air. This means that the observation operators have to provide a correction from wet to dry air in order to accurately simulate the observations. This correction has now been implemented and is being tested. Also, the atmospheric data assimilation system uses many L2 retrieval data and the use of averaging kernels is therefore very important to correctly assimilate these satellite observations. While this is done already for several total column observations, the same capability is being introduced for profile retrievals, such as are available from IASI and SBUV/2. This will greatly improve the proper extraction of the information from the observations and correct for the impact of the prior profile used in the retrievals.

Assimilation of satellite lidar backscatter data. For the aerosols the main long-term development is the assimilation of satellite lidar backscatter data. While the observation operator has already been implemented, more extensive monitoring identified some issues that have been resolved in collaboration with data providers (e.g. assumption of spherical particles did not provide sufficient accuracy and has been corrected). Further experimentation is now being carried out to also assess the scientific impact of this new source of aerosol observations. More shorter term has been the improvement of the bias model used in the VarBC for MODIS AOD observations. The bias model can now use surface wind and cloud information to allow a more regional bias correction. This is especially important over the Southern Ocean, where MODIS is known to have a bias. First tests show an improvement in the assimilation, especially over the Southern Ocean.

Assimilates MODIS Fire Radiative Power (FRP) observations. The GFAS fire detection algorithm is not part of the MACC-II 4DVAR system, but assimilates MODIS Fire Radiative Power (FRP) observations from MODIS in a simple Kalman filter formulation on a daily basis to provide fire emissions for aerosol and many reactive species. The architecture of the GFAS1.1 system has been greatly improved bringing the various sub-tasks together into one single system. This set-up will allow an easier transition to full operations in the near-future as well as embedding the GFAS system directly in the MACC-II assimilation/forecasting system. Monitoring and quality control have also been improved allowing early detection of any problems. 

Investigate the (potential) loss of existing instruments. Impact studies are being conducted to investigate the (potential) loss of existing instruments. The impact on O3 and CH4 has been assessed for the loss of SCIAMACHY. The impact on ozone is low, because of the strong constraint by the MLS profile observations currently available. For CH4, the alternative observations consist of the GOSAT and IASI instruments. GOSAT has good accuracy but poor spatial coverage and IASI observations are only sensitive to the middle troposphere with currently only coverage over the tropics. In summary, the quality of the CH4 assimilation has not changed much, although the spatial extent of the observational constraint has changed. Investigations are also being carried out to assess the potential loss of one of the MODIS sensors. This would have an impact on the aerosol assimilation as well as the GFAS fire emission estimates. For the latter the main issue would be insufficient sampling of the diurnal cycle.

(n) Climate monitoring and reanalysis

Review of the use of satellite and in-situ observations for climate reanalysis. The ERA-Interim reanalysis relied primarily on input observations that were originally prepared for ERA-40 (around 15 years ago) and on observations received on the GTS for forecasting purposes. A comprehensive review of the use of satellite and in-situ observations for climate reanalysis is being undertaken within the ERA-CLIM project, which also supports on-going data reprocessing efforts by EUMETSAT and the UK Met Office. The results of this review will be used to prepare a new reanalysis of the satellite era to replace ERA-Interim, tentatively called ERA-SAT. The ERA-SAT reanalysis will assimilate several newly reprocessed satellite records (e.g. geostationary data from EUMETSAT; SSM/I radiances from CM-SAF) and benefit from recent improvements in the RTTOV package (e.g. to account for the effect of CO2 changes on SSU measurements). The use of conventional upper-air observations from sondes and aircraft, including quality control and bias corrections, will also be substantially revised in ERA-SAT.

ERA-CLIM2: Reanalysis of the coupled Earth system. The ERA-CLIM2 project plan includes production of a first coupled ocean-atmosphere reanalysis of the 20th century at ECMWF by the end of 2015. Major technical developments needed to allow coupled atmosphere-ocean data assimilation in the IFS were completed in 2013 in the context of an ESA-funded collaboration with the University of Reading. The new system uses a fully coupled model that combines the IFS atmospheric forecast model (including land-surface and sea-state components) with the NEMO ocean model (optionally including dynamic sea-ice and biogeochemistry components), as used in seasonal forecasting at ECMWF. The design of the coupled data assimilation scheme follows the incremental variational approach as currently implemented in the IFS. Initial results obtained with the prototype system are promising, showing a positive impact of both atmospheric and oceanic observations on SST prediction. ERA-CLIM2 includes a large research and development effort in coupled data assimilation specifically targeted for implementation in the IFS. This will create the ability, toward the end of the project in 2016, to produce a new high-resolution reanalysis of the modern era based on a fully coupled Earth system model.

Observation Feedback Archive (OFA). New technical infrastructure for an Observation Feedback Archive (OFA) has been developed within the ERA-CLIM project. The OFA will provide users with easy access to input observations used in reanalysis. It has been used to store feedback information from ERA-20C, including observation departures, bias estimates, and quality control flags. The OFA is a unique facility equipped with an intelligent web interface for selecting, visualising, and retrieving observations. It is accessible via the internet (at apps.ecmwf.int/datasets/); the OFA is still experimental and needs to be further developed and transferred to an operational environment. 

Atmospheric composition reanalysis. In January 2013 the production of the extension of the MACC reanalysis to include 2011 and 2012 was finished. This reanalysis now provides a unique 10-year dataset on atmospheric composition, in which aerosol, O3, CO, NO2, CO2, and CH4 were constrained with satellite observations. The dataset is publicly available and has already drawn a significant amount of users world-wide (over one thousand). The aerosol and fire emission output are now provided as an annual contribution to the State of the Climate appearing in the Bulletin of the American Meteorological Society.

(o) Scalability of IFS code and OOPS development

Scalability of IFS code. ECMWF has identified the existing IFS code complexity as a barrier for future evolution and scientific development. Initially, a focus has been given to the data assimilation structures through the initiation of the OOPS project, in view of needed algorithmic developments such as long-window, weak-constraint 4DVAR. But the need to scale efficiently across the very large number of cores expected on future HPC platforms (> 100,000) requires substantial changes, new programming concepts, and alternative numerical algorithms in all areas of the IFS. In particular, it is envisaged that entirely new data structures, driven by data locality and the need to avoid communications across large numbers of tasks, will introduce major, potentially disruptive changes throughout the dynamical model core and subsequently the whole assimilation and forecast system. In addition, the ongoing work towards a complex Earth-System model coupled in assimilation and forecast to active ocean models, chemical models, cryosphere and biosphere require the development of efficient, parallel coupling strategies. 

Adaptation of the IFS code to the OOPS structure. OOPS is a new software infrastructure for the IFS that uses recent programming technology to make the system more flexible, easier to use and more reliable. The adaptation of the IFS code to the OOPS structure has progressed enough to allow the execution of a 3DVAR assimilation cycle in a simple configuration (one outer iteration, without variational observation bias correction, and with a slightly simplified background term). Significant progress has also been made in the definition of a model state, several of which can already be allocated simultaneously, and in the encapsulation of a “geometry” derived type which will be used to handle multiple resolutions within a single executable. This work has already required the modification of thousands of subroutines in the IFS.

OOPS abstract layer. The OOPS abstract layer has been under very active development, with more than 200 source-code commits in the last year. The most important recent developments include the finalization of the cost-function definition for variational data assimilation, the addition of a digital filter (both as an external initialization step or as a constraint in 4DVAR), the improved handling of trajectories for the tangent-linear and adjoint models, and the proper distinction between control variables and state variables. Several minimization algorithms have been added to the system, including observation space algorithms (RPCG) that have been tested with simple models and with the IFS 3D-Var. 

4D-Ens-Var implemented in OOPS. A code review by internal and external scientists has been carried out. As a result, 4D-Ens-Var (including localization) has been implemented in OOPS for simplified models. The readability of the code has also been improved, with particular attention given to the use of meaningful names for classes, methods and abstractions representing the models used by OOPS. 

Python-based suite definitions and scripts. A prototype for python-based suite definitions and scripts was developed and tested with the simple models present in OOPS. This new system clearly isolates the technical aspect of suite generation from the scientific description of an experiment (the cycling of 4DVAR for example). In practice, this means that the same python program can be used to run experiments for a model as simple as a Lorenz model “live” on a desktop or laptop, or to generate an ecflow suite to run the same experiment with either a simple model or a complex model such as the IFS.

4.2.2
Model
4.2.2.1
In operation

All components of the ECMWF data assimilation and forecasting system use the Integrated Forecasting System (IFS). The medium-range data assimilation and high-resolution and ensemble forecasts both use the same model cycle (Cy40r1 at December 2013).

Specification

· Variables (recalculated at each time-step): Wind, temperature, humidity, five prognostic cloud variables (cloud fraction, cloud water, cloud ice, rain water content and snow water content), ozone content, pressure (at surface grid-points).

· Numerical scheme: Semi-Lagrangian, semi- implicit time-stepping formulation.

· Horizontal grid: Wind and temperature are held as spectral fields. The grid for computation of physical processes is a reduced, linear Gaussian grid.

· Vertical grid: Hybrid levels. 

· Physics: Orography (terrain height) and sub-grid-scale characteristics to support sub-grid orographic blocking and gravity wave generation; the HTESSEL land surface scheme with four sub-surface levels for temperature and soil moisture a massflux convection scheme providing convective precipitation; a cloud scheme with comprehensive microphysics providing stratiform precipitation; a radiation scheme (short-wave and long-wave); a non-orographic gravity wave scheme; a turbulence parametrization that takes care of the interaction with the surface; simplified ozone chemistry
The high resolution 10-day forecast (HRES) runs at 16 km (T1279) horizontal resolution with 137 levels (top at 0.01 hPa). The ENS uses 91 levels (top at 0.01 hPa) and runs at 32 km (T639) resolution to day 10, then at 64 km (T319) to day 15. Persisted SST anomalies are used in the HRES atmospheric forecasts; the ENS uses tendency coupling of ocean with atmosphere from initial time, with full coupling for days 10 onwards.

4.2.2.2
Research performed in this field

(a) Dynamical core 

Non-hydrostatic formulation developed by the ALADIN community and Météo-France. The non-hydrostatic formulation developed by the ALADIN community and Météo-France has been adopted for the IFS and its performance has been assessed. For stability reasons at least one iteration of the iterative-centred-implicit (ICI) scheme is required. Since most of the dynamics computations are performed twice per time-step due to the ICI iteration, the non-hydrostatic model is substantially more expensive compared to the hydrostatic counterpart. The increase in cost ranges from about 25% at T159 to 200% at T3999. Some progress has been made in understanding the need for the costly iterations. Two types of instabilities have been found. One is associated with steep orography and in particular the Himalaya. The second instability is of 2-Δt type, and it can be reduced if decentring in time is introduced. However, no satisfactory solution has been found yet for either instability without deteriorating accuracy.
Development of a unified NFT numerical framework. ECMWF hosts the PantaRhei project which is developing an interdisciplinary forecasting system for fluid flows. The project explores a hybrid approach for forecasting global weather and climate that combines the strengths of established and efficient (at large hydrostatic scales) structured grid NWP and climate models with control-volume (small-scale) edge-based codes, originating from other computational fluid dynamics (CFD) disciplines. A recent advancement under the auspices of the PantaRhei project is the development of a unified NFT numerical framework for consistent integrations of soundproof (Boussinesq, anelastic or pseudo incompressible) and fully compressible (either explicit acoustic or large time step semi-implicit) equations of motion for rotating stratified fluids under gravity. A distinct aspect of this framework is a primordial role of the mass continuity equation, combining soundproof and compressible systems into a common form while defining transportive momenta for all possible specific (i.e., expressed per unit of mass) dependent variables of the fluid – such as potential temperature and velocity components (i.e. specific momenta). In this unified framework all specific variables in all systems of the governing partial differential equations (PDEs) are evolved with the same numerics, closed by distinct pressure equations (either thermodynamic or elliptic) representative of each system. This allows for direct comparison of various theoretical formulations of the governing equations. 

Alternative non-hydrostatic equation set for IFS. An alternative non-hydrostatic equation set for IFS is based on the unified hydrostatic-anelastic equations (Arakawa & Konor, 2009). The unified equations analytically filter vertically propagating acoustic waves by neglecting non-hydrostatic pressure perturbations in the mass continuity equation. The resulting governing unified equations become similar to anelastic equations at non-hydrostatic scales but remain fully compressible at hydrostatic scales. Therefore, the equations are valid at all scales relevant to future convection-permitting global NWP as well as climate modelling. The absence of the fast, meteorologically insignificant acoustic modes will benefit the robustness, stability, and efficiency of the numerical model. Theoretical work has led to a form of the unified equations that may be suitable for implementation in the IFS without incurring drastic changes in the numerical and computational framework of the existing hydrostatic dynamical core but further research is required to validate this formulation.

Mass conservation. Various techniques for improving the mass conservation properties of the IFS semi-Lagrangian transport scheme are being developed. Significant effort has been invested by several research groups into the development of inherently conserving semi-Lagrangian techniques and consideration will be given to these schemes with a view to apply these for special applications where conservation of tracers is important. However, such schemes turn out to be computationally expensive in practice, partly because some of these algorithms do not scale very well on parallel architectures or they require a significantly larger volume of calculations than standard semi-Lagrangian techniques. Hence, different mass fixing schemes (e.g. the Bermejo-Conde (2002) and Priestly (1993)) are currently tested, since these provide a computationally attractive solution. Global mass tracer conservation is achieved in this way without deteriorating the solution accuracy at hydrostatic scales. Further testing is needed to quantify more accurately the impact of mass fixers on non-hydrostatic scales as well as on IFS based prediction systems for atmospheric composition and climate forecasts. 
(b) Clouds and precipitation

Comparison of precipitation with observations. In common with other global models, the IFS overestimates the occurrence of light precipitation and can underestimate the occurrence of heavier precipitation. This is evident from a 19-month comparison of the representation of precipitating marine boundary layer clouds in the IFS with an observational dataset obtained from the mobile ARM facility located on Graciosa Island in the Azores. The observed precipitation profiles allow an attribution of the overestimation of surface precipitation occurrence to in-cloud generation and sub-cloud evaporation. As anticipated, the model overestimates surface precipitation occurrence both at cloud base and at the surface compared to the observations. The overestimation is similar in both 3D and single column versions of the model.

Improving the precipitation distribution. A number of parametrization developments have been tested to improve the precipitation distribution with an initial focus on warm-phase rain formation from boundary layer clouds. An alternative parametrization of the auto-conversion and accretion processes (Khairoutdinov & Kogan, 2000) leads to reduced generation of light precipitation. A parametrization of rain evaporation that represents the higher evaporation rates of small droplets (Abel & Boutle, 2012) more realistically also reduces the occurrence of light rain at the surface. These auto-conversion/accretion/evaporation parametrization changes, combined with the changes to the parcel entrainment in the boundary layer (as part of Cy38r2), show an improvement of the precipitation occurrence as observed by the evaluation at the Graciosa ARM site in the North Atlantic.

(c) Convection

Diurnal cycle of convection. The systematic misrepresentation of the diurnal cycle of convection over land has been improved through a reformulation of the convective closure that is based on CAPE (Bechtold et al. 2013). With this new closure, in agreement with the observed maximum, convective activity over land peaks in the early evening hours, compared to the previous model versions where convective rainfall peaks around local noon. The suppression of early morning convection leads to more intense afternoon convection, which has important consequences for the development and propagation of meso-scale convective systems, and weather forecasting in general. The improvements in the representation of the African monsoon, i.e. a more realistic meridional temperature gradient and the northward extension of rainfall along the ITCZ (and consequently a more realistic soil moisture distribution), are a direct consequence of the improvements in the diurnal cycle of convection, as the latter is an important driver of the monsoon circulation.

Scaled configuration of the IFS. In order to prepare for future resolutions and to study the implications for tropical convection, a scaled configuration of the IFS has been developed with support of the EMBRACE project. Three scaling factors are introduced: a factor γR to rescale the radius of the earth, γΩ to accelerate the rotation of the earth, and γg to rescale the depth of the atmosphere by changing gravity. Two scaling strategies are explored, namely DARE (Diabatic Acceleration and Rescaling, γR=8, γΩ=8, γg=1) in which the radius of the earth is reduced, rotation is accelerated and the diabatic heating from radiation and surface fluxes is scaled, and DASE (Deep Atmosphere Small Earth, γR=8, γΩ=8, γg=1/8), in which the depth of the atmosphere is also increased. The model can be run on an Aqua planet of arbitrary size and gravity, preserving the mean climate and tropical wave spectra. By reducing the size of the synoptic motions and increasing the size of the convective motions (through DASE), it is possible, under certain approximations, to globally resolve deep convective motions while preserving the interactions between the convective and large-scales. Systematic experimentation is underway without the deep convection parametrization at different spectral truncations and using different planetary scaling factors. The small planet configuration is expected to become an important tool in the study of convective parametrization in the grey zone. 

Initiation of the MJO over the Indian Ocean. Research on MJO focused on the initiation of the MJO over the Indian Ocean and its predictability. Distinguishing between successive MJO events (i.e. MJO events that are triggered by a prior MJO, and primary MJO events), it could be shown that primary MJO events over the Indian Ocean have distinctive large-scale precursors up to 20 days in advance such as: a mid-tropospheric cold anomaly over the Indian Ocean, an easterly wind anomaly, and a dry anomaly over the eastern Indian Ocean and the Maritime Continent (Ling et al., 2013). Impact studies of additional observations over the Indian Ocean during the DYNAMO campaign (October 2011 to February 2012) have also been conducted and showed a beneficial impact on the IFS analysis, but relatively little impact on MJO forecasts. 

Automatic optimisation and estimation of the distribution of model parameters. In collaboration with the Finnish Meteorological Institute (FMI) a numerical framework for automatic optimisation and estimation of the distribution of model parameters has been developed based on the ensemble forecast. The outcome is an efficient tool that proved to be useful for both the specification of optimal model parameters for the high-resolution system, and the specification of a distribution of perturbed model parameters that can be used for a perturbed physics approach in the ensemble forecast. However, the automatic optimisation tool still has difficulties in beating the traditional manual tuning of the model parameters that allows for a broader and more subjective “cost function” supported by physical insight. 

(d) Radiation and aerosols

Scattering and absorption characteristics of different crystal shapes. A new data library of optical properties of ice particles (Yang et al., 2013) has become available providing spectrally consistent scattering and absorption characteristics of different crystal shapes. Bulk radiative models for pristine ice crystals and ice aggregates have been built and implemented in the IFS. The generation of bulk optical properties follows a flexible approach, which allows different assumptions for particle size and shape distributions to be used. We can now explore the sensitivity of the model to the inclusion of a separate radiative contribution for the prognostic snow category using aggregates of crystals and also identify the impacts on the model performance of the major sources of uncertainty linked to different combination of particles size and habit distribution. This will improve the consistency in representation of the micro-physical properties of solid-phase clouds throughout the model and the forward operator used for the assimilation of all-sky radiances. 

Reduction in the computational costs of radiation. A novel technique was implemented and tested to reduce the computational costs of radiation allowing a higher spatial and temporal resolution in the radiative flux computation. The method (called PSrad) is based on Pincus & Stevens (2009, 2013) and it improves the efficiency of the radiation computation by reducing the number of spectral quadrature points used to compute the radiative fluxes. The noise caused by the spectral sampling on the 2-m temperature forecast is comparable to the random errors seen in the operational forecasts, but it does not show systematic biases linked to geographical features, as is the case when a coarse grid is used for radiation. The spectral sampling allows the use of spatially dense radiative computations with only a fraction of the computational costs of full spectral computations. Tests at different model resolutions show promising results, with improvements in the 2 metre temperature forecasts in areas with complex geographical features. The positive impact in temperature can be observed in the scores for the model levels close to the surface, while elsewhere in the troposphere the impact is neutral. Tests will continue in order to find the optimal configuration to guarantee the best compromise between low spectral noise and high efficiency. 

(e) Turbulent processes and boundary layer

Introduction of less diffusion in stable situations. Considerable progress has been made in the area of boundary layer diffusion through the introduction of less diffusion in stable situations. It clearly improves the boundary layer wind structure and, as documented in Sandu et al. (2013), it has strong impact on the large-scale model performance. With a combination of changes to the boundary layer diffusion and the sub-grid orography scheme it has been possible to achieve substantial improvements in large-scale scores for January–March for both northern and southern hemispheres. The signal for June–August is rather neutral. This strong sensitivity to surface drag was the inspiration to make an initial comparison between monthly averaged surface stresses (combined turbulent and sub-grid orography stresses) from operational short-range forecasts at ECMWF and at the Met Office. It turns out that differences can be large over land, particularly in areas with substantial orography. The modulation by stability as reflected by the different times of the day is also large and very different in the two models 

EUCLIPSE diagnostic study on the role of shallow convection. The EUCLIPSE diagnostic study shows that a shallow convection scheme is necessary to provide mixing with dry air at the top of the boundary layer, otherwise the marine boundary layer becomes too moist resulting in saturation and 100% cloud cover over many parts of the global oceans. However, shallow convection schemes have difficulties in simulating stratocumulus because they have a tendency to destroy stratiform cloud by drying the boundary layer. Although not very satisfactory, this is one of the reasons that switching between schemes is practised in most models and that the stratocumulus regime has to be produced by the boundary layer mixing combined with a probability-distributiontype approach for clouds. It is found that switching off shallow convection results in a widespread increase of cloud cover. DualM has the opposite effect, it mostly decreases cloud cover with respect to the operational IFS, which is good in the trade cumulus regime where cloud cover is overestimated, but it is not good in the extra- tropics (e.g. in the cyclone tracks). This is probably the main problem with DualM. The operational convection scheme, which is coupled to the cloud scheme through detrainment, manages to maintain high cloud cover at many locations outside the typical stratocumulus areas, whereas DualM fails to do so. However, DualM has an advantage in the trade cumulus regime, as it produces a better vertical structure with decreasing cloud cover with height. It is concluded that the problems with the implementation of DualM are not so much related to the vertical mixing, but rather to its associated cloud scheme and the way it is coupled to the IFS prognostic cloud equations. 

(f) Land surface 

Satellite based LAI product (GEOV1). In the framework of the GEOLAND2 project, a satellite based LAI product (GEOV1) was released. To be useable within the IFS, a new pre-processing chain was developed to filter for erroneous values, gap fill missing pixels, and interpolation to the model grid. Then based on the processed fields, a new climatology for the years 2001–2010 was created. This new GEOV1 LAI climatological data was tested in the offline environment and in coupled mode within the IFS to compare with the operational setting (using a MODIS climatology, Boussetta et al., 2013a). Then a simple nudging scheme was used to obtain near real time (NRT) LAI in the IFS. These experiments showed the potential added value of the NRT LAI observations especially in detecting anomalous years where surface fluxes are directly affected by the LAI inter-annual variability. A small beneficial impact on near-surface temperature and moisture could be demonstrated. 

Evaluation of CO2 fluxes. Following the continuous effort to improve the CTESSEL carbon module (Boussetta et al., 2013b), the CO2 fluxes and their related atmospheric budget were evaluated against the optimized inverse modelled ones generated by the LSCE group and provided under the MACC framework. The evaluation, which was based on the contribution of each vegetation type to the change of atmospheric CO2, showed substantial potential for improvement especially for crops, short grass and interrupted forest types. These results will be used to optimize vegetation type dependent parameters in the CO2 model. 

New formulation for the soil moisture stress. Another step towards more integrated earth system modelling is to have the carbon model (CTESSEL) fully coupled with the transpiration module on the basis that the carbon and water vapour are subject to the same stomatal control. The current carbon A-gs model uses a highly non-linear formulation for soil moisture stress, which would be difficult to use in data assimilation for soil moisture. Therefore, a new formulation for the soil moisture stress within the CTESSEL scheme based on Ronda et al. (2001) was tested. The evaluation of this modification showed that similar CO2 and energy fluxes results as with the current formulation within the A-gs scheme could be obtained. However, further optimization is still needed in order to replace the operational Jarvis formulation for evapotranspiration. 

(g) Linearized processes and applications
Evaluation of Odyssey operational radar precipitation. In support to the OPERA project (EUMETNET), a systematic evaluation of Odyssey operational radar precipitation 2D composites over Europe against both SYNOP station rain gauge observations and ECMWF short-range forecasts has been developed and is now run on a daily basis. The goal is to follow the evolution of the quality of this product over time with the prospect of its future direct assimilation in 4DVAR (similarly to what is already done with the NCEP Stage IV rain composites over the USA). A rather good agreement between Odyssey and the two other datasets can already be found over the British Isles, Germany, France and Poland, outside the wintertime. However, degraded quality clearly occurs in snowfall situations, over mountainous regions and occasionally when spurious ground echoes are not removed during the filtering of raw data from individual radars.

Optimizing physical parameters using 4DVAR. The possibility to optimize physical parameters using 4DVAR has been developed. The idea is to include one or several parameters of the model’s physics in the control vector of the data assimilation, so that these can be included in the 4DVAR minimization process. The resulting values of the physics parameters obtained in this way are supposed to improve the fit of the short-range forecast (over the 4DVAR’s 12-hour window) to all observations assimilated in 4DVAR. As a first test of the method, the somewhat ideal case of the solar constant has been “optimized”. The evolution of the solar constant against 4DVAR cycles, when the former is initially set to either a much higher or a much lower value than the well-established reference of 1366 W m-2, confirms that in both scenarios the 4DVAR is able to converge towards the reference value after a couple of months. This positive result opens new prospects for the objective optimization of (at least some) parameters of the model’s physics, even though it remains to be tested whether the method can be as successful when dealing with parameters which are more uncertain, less well constrained by the observations and which are associated with more non-linear processes (e.g. condensation). 

(h) Atmospheric composition

Near-real-time high-resolution CO2 forecast. A new addition to the suite of MACC-II forecast products is the near-real-time high-resolution (T1279L91) CO2 forecast. By using the recently implemented land surface carbon model CTESSEL the atmospheric CO2 model can now benefit from interactive surface fluxes for the natural biosphere. Although this set-up needs more development to reduce biases in the absolute concentrations (for instance, soil carbon storage pools are not properly accounted for), the modelling of the synoptic variability of CO2 has been much improved compared to the previous set-up with pre-scribed climatological fluxes.

Bias correction scheme for the CTESSEL surface fluxes. The new MACC-II CO2 forecasting system currently suffers from run-away biases in the global CO2 trend due to limitations of the CTESSEL model (e.g., no carbon storage pools). While this is not affecting the synoptic variability, it does introduce inaccurate baseline concentrations. Work is now in progress to introduce a bias correction scheme for the CTESSEL surface fluxes. This will rescale the CTESSEL fluxes for the various vegetation types to match the climatological monthly flux budget from a flux inversion based on in-situ data. A similar forecasting system is also being developed for CH4 using retrospective optimized (based on in-situ observations) fluxes instead of fully modelled land surface fluxes.

CO2 and CH4 concentrations for the period 2003–2012. CO2 and CH4 concentrations for the period 2003–2012 have been simulated using the CO2 and CH4 modelling system and optimized fluxes (flux inversions based on in-situ and satellite data) provided by some of the partners in the MACC-II project. Apart from forming a research dataset on their own, these 10-year simulations will also be used as new climatologies for the IFS radiation scheme. At the same time, new climatologies for some of the reactive gases and aerosol from the MACC-II reanalysis will be used to update the IFS radiation scheme.

Implementation of MOCAGE and MOZART. While the implementation of the TM5 chemical scheme in the C-IFS (composition-IFS) configuration has been finalized, the adaptation of the two other chemical transport models used in MACC-II is still work-in-progress. The implementation of the MOCAGE chemical module has progressed well and the implementation of the MOZART module has started. In parallel, the interfaces to all three chemical modules are being harmonized. This will remove dependencies of the chemical schemes on specific input data, such as emission datasets or actinic flux schemes. 

Implementation of the GLOMAP modal aerosol scheme. Progress with aerosols has been made on the implementation of the GLOMAP modal aerosol scheme. This work is in collaboration with the University of Leeds. GLOMAP will ultimately replace the current simple bin scheme adding more detail to the various aerosol processes, while still being affordable. The model is technically running, but more work is needed on the desert dust formulation. 

Simulation of SO2 and ash plumes from volcanic eruptions. The capability to simulate SO2 and ash plumes from volcanic eruptions has been further developed. New eruptions can be quickly added to the modelling system through the use of namelists specifying the location, injection height and source strength. A basic list of most active volcanoes has already been implemented. An option to estimate the strength and height of the volcanic SO2 emissions has been added making use of satellite observations. Although this cannot be done in real near-real-time yet, it is an important step forward to better define the source function for volcanic eruptions.

(i) Ocean wave and circulation modelling

Testing a new version of the coupled IFS-WAM-NEMO. A new version of the coupled IFS-WAM-NEMO system based on a single executable set up has been fully tested. It has been shown that this set up gives an efficient performance even for frequent coupling between the components of the coupled system. The scalability of IFS T639 with ORCA025L75 had previously been tested and found very similar scalability behaviour for 3 hours and 20 min coupling time step.

NEMO model with sea state effects. Information on the sea state (e.g. the Stokes drift and the energy flux due to wave breaking) is now passed on from the WAM model to NEMO, while in return current and sea ice information is passed on from NEMO to WAM and IFS. The sea state information in NEMO is required to include the enhanced mixing due to wave breaking and Langmuir turbulence and to force the ocean circulation with sea state dependent momentum fluxes and with the Stokes-Coriolis force. As a first test, the NEMO model with sea state effects included has been validated in long standalone runs and there is a considerable impact of sea state effects on the average of sea surface temperature is noted. Also, the coupled model has been tested in the context of seasonal forecasting, and in the medium-range/monthly ensemble forecast by starting the coupling from day 0 rather than day 10. Promising improvements due to coupling from day 0 have been found in simulating hurricanes, in the skill of the MJO and in the statistical properties of the ensemble forecast.  

Introduction of the LIM2 sea-ice model. Work on the introduction of the LIM2 sea-ice model into the ECMWF coupled system resulted in an optimal coupling strategy between sea ice and atmosphere. Predictability studies with LIM2 included in the coupled system are under way. Efforts were concentrated on the predictability of the September minimum in sea-ice and found that May and August starts show some skill. Predictions are made of September sea ice area, using a 31 member ensemble starting with initial conditions for 1 February, May and August; for the hindcast period 1985–2012. The ocean and sea ice state are taken from a nonlinear ice nudging run. The atmospheric state is taken from ERA-Interim. These forecasts do not assimilate any ocean data which is likely to improve performance. As expected, the interannual variability is generally well captured in the August hindcasts and to a lesser extent with the May starts. Hindcasts initialised in February and May do not melt enough ice in the summer season and the main skill comes from capturing the trend. The model error which dominates the prediction of September minimum appear to largely be dominated by errors in the atmospheric forcing, as the sea ice model run with analysed fluxes captures the ice minimum well.

Implementation of sea state effects. Sea state effects (e.g. sea state dependent stress, Stokes-Coriolis force and wave-induced upper ocean mixing) have been implemented in the NEMO model. Regarding upper ocean mixing two options have been introduced. One option is to provide the value of the turbulent kinetic energy (determined by the wave breaking energy flux), the second option is based on the idea that breaking waves do work on the ocean. Impact of the sea state on the ocean circulation has been extensively studied. 

Limitation of ocean wave steepness. Under strong forcing conditions the ocean wave steepness is limited by wave breaking. A model to simulate this has been developed and it shows that under strong forcing the high-frequency spectrum has a ‘-5’ power law rather than a ‘-4’ power law. In the context of the MyWave project this idea is now under testing at Météo-France, by running the standalone version of WAM over a number of hurricane seasons.

Nonlinear transfer due to four-wave interactions. Together with Miguel Onorato from the University of Turin a very efficient numerical algorithm for determining the nonlinear transfer due to four-wave interactions has been developed. This algorithm is based on thinning the resolution of the model spectra by a factor of 2 while the results of the actual transfer computation, calculated on the reduced spectral grid, is mapped back to the original spectral grid. The loss of accuracy with this method is relatively small, while the big advantage is that the computation time becomes comparable with the present operational algorithm for the nonlinear transfer, called the Direct Interaction Approximation.

Introduction of a global, high-resolution wave model. A considerable amount of effort was devoted to the introduction of a global, high-resolution wave model. The present operational wave model has a spatial resolution of about 25 km and the new version has a resolution of 10 km. Combined with the T3999 version of the IFS, a very successful simulation of wave height at a location close to New York Harbour for hurricane Sandy was obtained. It is evident that in case of extreme events wave model results depend in a very sensitive manner on the atmospheric spatial resolution.

Coupling strategy between NEMO and IFS. The coupling strategy between NEMO and IFS has changed as the OASIS3 coupler is believed to be a performance bottleneck when moving to higher ocean and atmosphere resolutions and to higher coupling frequencies. The option for an IFS-WAM-NEMO coupled system using a single executable has been implemented, and will be the basis for the next operational systems. 

Extreme sea-states. In collaboration with overseas colleagues (N. Mori, Kyoto University and M. Onorato, University of Torino) the freak wave warning system has been extended to the case of two-dimensional propagation and shallow water. An extensive validation effort is now required. Good agreement between observed and theoretically obtained values of the kurtosis of the surface elevation probability distribution has been found in the laboratory but there remains a clear need for validation in the field. A preliminary, but encouraging, comparison between maximum wave height data from buoys and the operational system has been obtained, but more work is required in this direction, and since these extreme sea states are so rare a more extensive validation is required. 

4.2.3
Operationally available Numerical Weather Prediction Products

All numerical products generated by the operational forecast suites are archived in the Meteorological Archive and Retrieval System (MARS). ECMWF forecast products are disseminated to Member States and Co-operating States using a scheduled dissemination system. A flexible interface provides appointed contacts in Member States with a wide range of numerical products to be disseminated in GRIB or BUFR. 

Numerical products are also disseminated via the Global Telecommunications System (50 to 64,000 bits per second) operated under WMO/WWW. The horizontal resolution is 2.5ºx2.5º (dissemination in GRIB). These products are also available to WMO members at 0.5ºx0.5º from the ECMWF ftp server, and are also made available to WMO NMHSs in graphical format via the ECMWF web site. Additionally, dissemination through EUMETSAT MDD is arranged via METEOSAT to Africa. Special dissemination agreements have also been agreed with NCEP, JRC, EUMETSAT and ESA.

A catalogue of ECMWF products available via the GTS is available from the following web page:

http://www.ecmwf.int/products/additional/

A selection of products is available to WMO Members in graphical format via the ECMWF website at:

http://www.ecmwf.int/products/forecasts/d/charts
Details of how to access these products are given at:

http://www.ecmwf.int/about/wmo_nmhs_access/index.html
4.2.4
Operational techniques for application of NWP products (MOS, PPM, KF, Expert Systems, etc.)

4.2.4.1
In operation

No activity in this area.

4.2.4.2
Research performed in this field

No activity in this area.

4.2.5
Ensemble Prediction System (EPS)

4.2.5.1
In operation

The ECMWF medium-range ensemble forecast (ENS) uses the same forecast model as used for the high-resolution forecast (see section 4.2.2.1), but at lower resolution: 32 km (T639) up to day 10, then 64 km (T319) from day 10 to day 15; 91 levels throughout. The atmospheric model is coupled to a 42 level ocean model that is also used for seasonal forecasts (section 4.7.1); the ocean model has a zonal resolution of 1° and a meridional resolution varying from 0.3° at the equator to 1° at mid-latitudes. The coupling between atmosphere and ocean is through tendency coupling from initial time, with full coupling from day 10 onwards.
The ensemble comprises one control forecast (run from the operational analysis) and 50 members staring from perturbed initial conditions. Initial perturbations come from a combination of low-resolution (T42L62) singular vectors (SV) and perturbations from an ensemble of data assimilations (EDA). 50 SV are used in the extra-tropics, plus up to 30 SV (5 per tropical cyclone) selected in the vicinity of tropical cyclones. The EDA consists of an ensemble of eleven independent lower-resolution (T399L91, corresponding to 50km) 4D-Var assimilations that differ from the operational analysis by perturbing observations and sea surface temperature fields and by using the SPPT scheme (see below) in the non-linear integrations.

The ENS also includes stochastic schemes to simulate the effect of model error: random perturbations of the physical tendencies (SPPT scheme) and stochastic kinetic energy backscatter perturbations are applied to the perturbed forecasts. The ENS runs twice per day (from 00 and 12 UTC).
4.2.5.2 Ensemble prediction

(a) Initial state uncertainty

Perturbations to the land surface initial conditions. Perturbations to the land surface initial conditions have been introduced into the ensemble forecast. The perturbations are based on the EDA. The same perturbation strategy as for the other model variables is applied to the surface initial conditions (for details see Lang et al., 2013). The perturbations to the land surface initial conditions increase the ensemble spread of 2-metre temperature. The difference is largest during the early forecast range and becomes small after 72 hours forecast-time. While the impact on 2-m temperature is relatively small on average, it is large in some situations, (e.g. if there is uncertainty associated with snow cover which can lead to large differences in 2-m temperature between the ensemble members). 

Reliability of ensemble variance in subspaces defined by singular vectors. In a statistically consistent ensemble forecast, ensemble variance agrees with the mean squared error of the ensemble mean when looking at a large sample of independent realizations. A new diagnostic was developed that quantifies the reliability of the ensemble variance in the subspaces spanned by singular vectors (Leutbecher & Lang, 2013). Results show that if initial perturbations are based solely on the leading singular vectors and model uncertainties are not represented, it is possible to achieve reliable ensemble variances in the subspace spanned by the singular vectors evolved to their optimisation time. However, it is not possible to achieve at the same time reliable total variances with up to about 100 singular vectors in the extra-tropics. Ensembles with perturbations based on the leading 100 singular vectors with amplitudes tuned such that total variance matches total error suffer from over-dispersion in the subspace spanned by the leading singular vectors. In the operational ensemble forecast configuration, the singular vector initial perturbations introduce over-dispersion in the subspace of the leading 50 extra-tropical singular vectors.

Comparison of three EDA configurations. Three EDA configurations were compared for directly initializing the ensemble forecast (ENS) without re-centring on the high-resolution analysis using Cy38r1: (a) operational EDA configuration with T399 outer loop resolution but with 50 instead of 10 ensemble members, (b) EDA with three instead of two outer loops, and (c) EDA with a T639 outer loop. Apart from the initial conditions the ENS configuration is equivalent to the operational Cy38r1 set (T639 spatial resolution, 62 vertical levels, singular vector perturbations and stochastic physics activated). A preliminary assessment indicates a benefit from increasing the number of outer loops and the resolution in the EDA. In terms of scores, the ENS experiment using the T639 EDA performs best, the ENS experiment using the T399 EDA with three outer loops performs slightly worse and the ENS experiment using the operational EDA performs worst. Furthermore, increasing the number of EDA members used to initialize the ENS from 10 to 50 improves the skill. Work is in progress to compare these ENS experiments with additional experiments that use initial perturbations from these EDA experiments applied to the high-resolution analysis – the latter corresponding to the operational configuration.

(b) Development of the coupled system

Improving the vertical discretization. Following the increase in vertical resolution in the high-resolution forecast (HRES), options to improve the vertical discretization in the ensemble forecast (ENS) have been evaluated. Until the introduction of Cy38r2, ENS and HRES used the same vertical discretisation in the troposphere (below ~150 hPa to be precise); the reduction of vertical levels in ENS wrt HRES (62 vs 91) was achieved by adopting a lower model top (5 hpa vs 0.01). This setting strongly reduced the possibility of degrading the simulation of physical process due to a different behaviour of parametrization schemes in a coarser vertical discretization. On the other hand, recent progress in physical parametrizations (e.g. in non-orographic GWD) have improved the simulation of upper-stratospheric variability in HRES, with positive impacts on the upper-tropospheric flow. Similarly, extending the vertical discretization to 91 levels in the seasonal System 4 (from 62 levels in System 3) had shown beneficial impacts. 

Quantifying gains from raising model top and/or from increasing vertical resolution. Taking into account constraints on computing resources, it was decided to quantify gains from raising model top and/or from increasing vertical resolution in the ensemble forecast (ENS). Four configurations were tested and compared: L62, L91, L92 and L137:

· L62 and L92 have a low model top at 5 hPa while L91 and L137 are high model top configurations with a top at 1 Pa;

· The tropospheric levels of L62 and L91 agree, as well as the tropospheric levels of L92 and L137;

· L62 and L91 correspond to the current vertical discretisation of the ENS and the previous vertical discretisation of the HRES, respectively.

The experiments consisted in T639/319, 51 member ENS using Cy38r2, with initial conditions from 137-level analyses and EDA experiments. Results showed considerable positive impact  in the stratosphere from raising the model top. Moreover, there is consistent statistically significant positive impact in the troposphere. This holds for both the low and high vertical resolution, i.e. (L62→L91 and L92 → L137). Mixed results are found from increasing the vertical resolution (L62→L92) and (L91→L137) when the model top is unchanged. On balance, L137 provides only slightly better results than L91, but the associated increase in computational cost is difficult to justify at this stage. Based on these results  the decision was taken to implement L91 in Cy40r1.  

Coupling strategy that would allow ocean-atmosphere interactions. Since March 2008, the ensemble forecast (ENS) has used a fully coupled ocean-atmosphere system from day 10 onwards (leg B), while in the first 10 days (leg A) the IFS has been forced with prescribed SST with the anomaly persisted from the initial time. Research has been carried out to find a suitable coupling strategy that would allow ocean-atmosphere interactions from day 0 of the ENS without introducing inconsistencies in surface and near-surface variables between the ENS and high-resolution forecast (HRES) near the initial time. A so-called tendency coupling has been tested, where the atmospheric model uses SST which are a linear combination of high-resolution, observed initial conditions and the SST tendency (i.e. change from initial time) as simulated by the ocean model. It was found that using tendency coupling in the first 5 days of the forecast, and changing smoothly to direct coupling at day 10 by decreasing the weight of HRES initial conditions, provided the most skilful results, with a notable improvement in MJO skill and a small but positive impact in the extratropics. 

(c) Model error

Backscatter ratio used in SKEB. An investigation that led to a new value for the backscatter ratio used in SKEB (Stochastic Kinetic Energy Backscatter)was triggered by the impact of the revised model physics in Cy40r1 on the ensemble forecast (ENS). Experiments with the revised physics in the ENS exhibit a significant increase in ensemble spread compared to Cy38r2. Spectra of kinetic energy show that the variance of the model at small scales has increased with the model physics upgrade of Cy40r1. The larger small scale variance increases the dissipation rate estimate of SKEB by about 30‒40% globally. This leads to larger amplitude tendency perturbations from SKEB. Initial tests indicate that switching SKEB off altogether in Cy40r1 would lead to a loss of probabilistic skill. Consequently, a substantial reduction of the backscatter ratio of 50% at T639 and 67% at T319 has been tested. The ENS has been evaluated with the physics of Cy40r1and the Cy40r1 physics combined with the reduced backscatter ratio for 61 cases covering a boreal winter period and a boreal summer period. It is found that the reduced backscatter ratio addresses the overdispersion due to SKEB, including the considerable increase of ensemble spread immediately after the model truncation at Day 10.

Additive tendency perturbation scheme (Climtend). An additive tendency perturbation scheme (Climtend) to account for model error in the ensemble has been developed and first tests have been performed. In Climtend, instead of multiplying the unperturbed tendency with a random number, a perturbation is added. The tendency perturbation fields are obtained from the total physics tendency from past model runs. Only the tendency anomaly is used to perturb the physics tendencies. This anomaly is a proxy for a randomly selected anomaly from the climatology of physics tendencies. The multivariate perturbation structure in space and time is generated by the model. Hence, there is no need for a pattern generator in the scheme and only one global tuning factor that scales the tendency anomalies is required to adjust the ensemble spread. The tendency perturbations are independent of the flow of the actual forecast that is being perturbed. The Climtend scheme is very cheap in terms of computing time. Various experiments have been carried out to test the new scheme. The results indicate that a relatively simple flow-independent scheme can achieve a large fraction of this improvement while the impact of more sophisticated flow-dependent schemes is more subtle. Climtend is expected to be useful as a benchmark scheme for assessing the impact of the operational schemes and new schemes that are being developed. 

Monte Carlo Spectral Integration (McSI). Work has begun to test the Monte Carlo Spectral Integration (McSI) scheme of Pincus & Stevens (2009, 2013) for radiative transfer. The scheme uses Monte Carlo sampling of the spectral quadrature points, in order to reduce the cost of a single radiation computation. The errors introduced due to the random sampling are uncorrelated in time and space. Early work suggests that by randomly selecting "teams" of spectral points, the noise remains uncorrelated with the flow, thereby avoiding introducing bias. The cost of the resultant spectrally sparse computation is expected to be an order of magnitude smaller than the full spectral integration of, for example, the current operational radiation scheme McICA. Therefore, it can be performed with the same computational burden, at higher spatial and/or temporal resolution by accepting inaccurate radiation computations for individual locations and time levels (without introducing systematic biases). 

Removing orographic gravity wave drag from SKEB. The operational ensemble forecast configuration in Cy38r1 produces large spread around steep terrain, which does not correspond to similar increases in the forecast error. The over-dispersiveness is especially noticeable in low-level winds (u850 and v850) during early lead-times around the Andes. Further experiments show that removing the contribution from orographic gravity wave drag to the dissipation rate estimate used in SKEB (Stochastic Kinetic Energy Backscatter)reduces this overdispersion significantly and yields a statistically significant albeit small improvement in the continuous ranked probability score (CRPS) for v850 until day 3 for a region over South America and for the tropics as a whole; while causing no statistically significant change over the extra-tropics, nor for any other variables. 

Activating the stochastic tendency perturbations only for a limited time. To better understand the effect of the stochastic schemes in the ensemble forecast, experiments have been performed to explore the effect of activating the stochastic tendency perturbations only for a limited time window in the forecast (Cy38r1, 20 member, resolution and initial perturbations as in operational configuration). Results demonstrate a clear dependence on region. In the extra-tropics and at higher levels (e.g. z500), limiting the stochastic perturbations (from both SPPT and SKEB) to the interval 0‒120 h yields spread and error at later times that is very similar to applying the perturbations throughout the forecast. By contrast, only introducing the perturbations from 120 h barely enhances the spread compared to the experiment without any tendency perturbations. Fields at lower levels in the extra-tropics appear more sensitive to the stochastic perturbations: for u850, for example, switching the perturbations on (off) at 120 h leads to an increased (decreased) rate of growth in spread, though their "crossover" point is delayed until around 288 h. 

Response to the stochastic perturbations. The response to the stochastic perturbations in the tropics has been  with experiments with tendency perturbations either switched on or off at 24 h, 48 h and 120 h. Immediately when the perturbations are switched on (off), the rate of growth of spread increases (decreases). Indeed, when the perturbations are switched off at 48 h, in absolute terms the spread goes down – a further indication that the model is unable to retain and evolve the structures introduced by SPPT (and SKEB) in the tropics, at least in the short-range. The investigation helps to direct the focus of further diagnostics of the impact of model uncertainties: In the tropics, where the tendencies from physical processes such as convection are large in amplitude and dynamical growth of perturbations is slow, the effect of the stochastic representation of model uncertainties is evident throughout the medium-range. In contrast, verification at early lead times, say up to day 2, seems to be required to better constrain model uncertainties in the extra-tropics.

(d) Predictability and sensitivity studies

Link between MJO and NAO. Recent observational and modelling works have reported a significant link between rainfall anomalies in the Indian-West Pacific region, associated with MJO variability, and the occurrence of different flow regimes in the North-Atlantic/European region. At ECMWF, these teleconnections were diagnosed and documented in the context of monthly forecast experiments (e.g. Vitart & Molteni, 2010). In the last year, the analysis has been extended to the seasonal scale using the System 4 re-forecasts, with specific attention to the model behaviour during the second month of the integration. Consistently with results of MJO studies, positive rainfall anomalies in the Western and Central Indian Ocean (WCIO) are associated with the positive phase of the North Atlantic Oscillation on the seasonal (DJF) scale. System 4 (in  months 2 to 4) reproduces this connection, but the amplitude of the North Atlantic signal is much weaker than in observations (about 40% on average). This deficiency is already present in forecasts for the second month, while diagnostics from the first month of the coupled runs show a very good match between the modelled and observed teleconnections. 

Quantifying the impact on the prediction of Euro-Atlantic flow regimes. In order to quantify the impact on the prediction of Euro-Atlantic flow regimes, the frequency of occurrence of the four major regimes in this region (usually named positive NAO, negative NAO, blocking, Atlantic ridge) has been computed from ERA-Interim data, the first month and the second month of System 4 re-forecasts, stratifying the data according to the sign of the rainfall anomaly in WCIO. It is found that there is increased frequency of the positive NAO during months with above-average WCIO rainfall can be detected in ERA-Interim and month-1 forecast statistics, while month-2 data show a much weaker link with tropical rainfall. Similar considerations apply to the negative-NAO frequency. It was also found that System 4 does not reproduce the (weak) association between El Niño events and negative NAO phase detected in observations. A common cause for these model deficiencies appears to be a too strong correlation between rainfall in the Indian Ocean and the Central Pacific. In the real world, rainfall anomalies from these two regions generate opposite NAO signals; therefore, if rainfall anomalies of the same sign tend to occur more frequently in the model, the teleconnections from the two regions tend to cancel each other over the North Atlantic. This suggests that the progress in NAO predictions during active MJO periods might be less evident in a (possible) future extension of the monthly forecasts to 60 days unless biases in the model mean state and variability are reduced.

Sensitivity to changes in model formulation in the stratosphere. System 4 has a much better representation of the stratosphere than previous seasonal forecast systems, and in particular provides good forecasts of the QBO. However, the QBO representation still needs to be improved, and initial experiments with 137 levels showed only a small benefit, with no reduction in the largest errors (located in the lower stratosphere). Experimentation has shown that the major cause of the forecast errors was too much vertical diffusion in the stratosphere. Fixing this, and a subsequent re-tuning of non-orographic gravity wave drag source terms, gives a big improvement in the QBO forecasts. Experiments have also shown substantial sensitivity of seasonal forecasts of the northern hemisphere winter circulation to the specification of vertical diffusion in the lower stratosphere/upper troposphere. Work is continuing to determine the best representation of vertical diffusion in the upper troposphere and lower stratosphere for general use in ECMWF forecast and assimilation systems.

Re-forecast dataset for System 4. The re-forecast dataset for System 4 has been extended from a 15 member ensemble to a 51 member ensemble, for November, February, May and August starts. This allows a better assessment of forecast skill, which shows the (expected) substantial improvement in forecast statistics across the board. The enhanced dataset has also been used to study northern hemisphere winter predictions from 1 November in terms of the leading modes of variability (PNA, NAO and AO). The Arctic Oscillation (AO) is the leading mode of sea-level pressure variability, computed over the hemisphere from 30 years of ERA-Interim data, and is highly correlated with the NAO (defined as the leading mode of variability in the Euro-Atlantic sector).  The correlation between System 4 predicted and observed AO for the 30 year period is 0.61. It is notable that the worst match is 1991, following the Pinatubo eruption. Excluding two years after the 1982 El Chichon and the 1991 Pinatubo eruptions gives a “non-volcanic years” ACC of 0.73. These high correlations are obtained despite the low level of signal in the System 4 re-forecasts. 

4.2.5.3
Operationally available EPS Products

Products are disseminated using the same dissemination as for the high-resolution model (see section 4.2.3). A selection is available to WMO Members in graphical format via the ECMWF website at:


http://www.ecmwf.int/products/forecasts/d/charts
Details of how to access these products are given at:


http://www.ecmwf.int/about/wmo_nmhs_access/index.html
4.3
SHORT-RANGE FORECASTING SYSTEM (0-72 HRS)
No short-range system is run at ECMWF.

4.3.1
Data assimilation, objective analysis and initialization

Nothing to report.
4.3.2
Model

Nothing to report.
4.3.3
Operationally available NWP products

Nothing to report.
4.3.4
Operational techniques for application of NWP products

Nothing to report.
4.3.5
Ensemble Prediction System 

Nothing to report.
4.4
NOWCASTING AND VERY SHORT-RANGE FORECASTING SYSTEMS (0-6 HRS)
4.4.1
Nowcasting system

No such system is run at ECMWF.
4.4.2
Models for Very Short-range Forecasting Systems

No such system is run at ECMWF.
4.5
SPECIALIZED NUMERICAL PREDICTIONS 
4.5.1
Assimilation of specific data, analysis and initialization (where applicable)

4.5.1.1 
In operation

Altimeter wave heights (from ENVISAT and Jason) and ASAR spectra (from ENVISAT) are assimilated in the ocean wave model (See section 4.5.2.1) 

Tropical cyclone observations reported on the GTS using BUFR format are used as seeds for the tracking and of tropical cyclones in the medium-range deterministic and ensemble forecast systems. 

4.5.1.2 
Ocean wave and circulation data
See section 4.2.1.2 (i).
4.5.1.3
Climate monitoring and reanalysis
See section 4.2.1.2 (n).
4.5.2
Specific Models 

4.5.2.1
In operation 

An ocean wave model is integrated (two-way coupling) in all operational configurations of the IFS. The model is based on the WAM cycle 4 model, with various enhancements as documented in ECMWF Tech. Memo. No. 478 and No. 509 (available from http://www.ecmwf.int/publications). The wave model resolution is 28 km for the deterministic forecast; 55 km for the EPS. In addition, a limited area European shelf version is run at 10 km resolution to 5 days.
4.5.2.2 Research associated with modelling of ocean waves and ocean circulation
See section 4.2.2.2 (i).

4.5.2.3
Research associated with atmospheric composition
See section 4.2.2.2 (h).
4.5.3
Specific products operationally available

4.5.3.1
Ocean wave products

Products from the ocean wave forecasts include significant wave height, peak period, mean periods and mean direction. Probabilities of mean periods and significant wave height are generated for the ensemble wave forecasts.
4.5.3.2
Tropical cyclone forecast products

Tropical cyclone products are generated from the high-resolution and ENS forecasts. Tropical cyclones reported on the GTS are identified and tracked forward in the forecasts using wind, pressure, vorticity and temperature fields. The forecast tracks are disseminated on the GTS and products are available to WMO members via the ECMWF website:

http://www.ecmwf.int/products/forecasts/d/tccurrent

Details of how to access these products are given at:


http://www.ecmwf.int/about/wmo_nmhs_access/index.html
4.6
EXTENDED RANGE FORECASTS (ERF) (10 DAYS TO 30 DAYS) 
4.6.1
Models 

4.6.1.1
In operation

ECMWF has run a monthly forecast system in operational mode since October 2004. In March 2008, the monthly forecast system was merged with the medium-range ensemble to provide a unified ensemble (ENS). The monthly forecast ensemble is therefore the same as that used for the medium-range forecasts (see section 4.2.2.1). The atmospheric model is coupled to a 42 level ocean model that is also used for seasonal forecasts (section 4.7.1); the ocean model has a zonal resolution of 1 ° and a meridional resolution varying from 0.3° at the equator to 1° at mid-latitudes. The coupling between atmosphere and ocean is through tendency coupling from initial time, with full coupling from day 10 onwards.
The ENS is extended to 32 days twice a week (from 00 UTC Thursday and Monday). Hindcasts are updated each week for the same week over the last 20 years (5 members only) for calibration purposes. More details on the monthly forecast system can be found on the ECMWF website:


http://www.ecmwf.int/research/monthly_forecasting/Documentation.html
4.6.1.2
Research performed in this field

See section 4.2.5.2.
4.6.2
Operationally available NWP model and EPS ERF products

Products from the monthly forecast system are generated as anomalies relative to a model climatology. Most products are 7-day means for calendar weeks (Monday-Sunday). Probabilities are produced for 2-metre temperature and precipitation; thresholds are defined as terciles of the climate distribution.
4.7 
LONG RANGE FORECASTS (LRF) (30 DAYS UP TO TWO YEARS) 
4.7.1
In operation
A major upgrade of the seasonal forecast system, System 4, was introduced in November 2011. Compared to the previous seasonal system (System 3), System 4 benefits from the transition to the NEMO ocean model and a three-dimensional variational data assimilation system (NEMOVAR), and uses a more recent version of the ECMWF atmospheric model (IFS cycle 36r4) run at higher horizontal resolution than for System 3. The coupling between the two components is operated by the OASIS3 (Ocean, Atmosphere, Sea-Ice, Soil) interface from the Centre Européen de Recherche et de Formation Avancée en Calcul Scientifique (CERFACS).

Seasonal forecasts are produced monthly at ECMWF. In System 4, the atmospheric model runs at T255 (80 km) with 62 levels (Cy36r4 of the IFS); the ocean model has a zonal resolution of 1° and a meridional resolution varying from 0.3° at the equator to 1° at mid-latitudes. The seasonal forecast is run as a 51 member ensemble. The ensemble is constructed by combining the 5-member ensemble ocean analysis with SST perturbations and the activation of stochastic physics. The forecasts are run once per month for 7 months.

More details can be found at http://www.ecmwf.int/products/forecasts/seasonal/documentation/.
4.7.2
Research performed in this field

See section 4.2.5.2.
4.7.3
Operationally available EPS LRF products

Products from the seasonal forecast system are generated as anomalies relative to a model climatology and are calculated as 3-monthly mean fields. Probabilities are produced for parameters including sea-level pressure, 2m temperature and precipitation; thresholds are defined as terciles of the climate distribution. In addition a number of indices are available as timeseries, including sea-surface temperature averaged over areas of the tropical Pacific (Nino indices and Southern Oscillation index). The range of “climagram” timeseries products includes area-averages for 2-metre temperature and precipitation for 25 regions, extra-tropical teleconnection indices and rainfall-based monsoon indices.

In November 2006, ECMWF was designated a WMO Global Producing Centre of Long-Range Forecasts. A selection of products is available to WMO NMHSs in graphical format via the ECMWF website at:


http://www.ecmwf.int/products/forecasts/d/charts/seasonal/forecast/
Details of how to access these products are given at:


http://www.ecmwf.int/about/wmo_nmhs_access/index.html
5.
VERIFICATION OF PROGNOSTIC PRODUCTS
5.1
WMO/CBS standard scores
ECMWF now computes standard scores using the revised CBS verification procedures (endorsed by CBS-EXT.(10), November 2010). The production of scores computed using the previous guidelines has been discontinued. The changes in the new verification procedure are:

· Verification on a 1.5° grid instead of the current 2.5°.

· Truncation of the spectral fields to the appropriate spectral resolution (T120); previously there was no truncation of the ECMWF fields.

· Use of up-to-date climatology, i.e. ERA Interim for a fixed 20 year period (1989-2008), for anomaly correlation coefficient (ACC).

For the verification of 500 hPa height, the only substantial impact is the change of climatology. Until 2012 ECMWF had used an old climatology prepared in the 1970s. The change to the up-to-date ERA-Interim climatology gives overall lower ACC. Since the reduction is consistent over recent years it does not have a significant impact on the perceived long-term rate of progress of the deterministic forecast.

Averages of the monthly WMO/CBS standard scores for 2013 and for reference also for 2012 are summarised in Tables 3, 4 and 5.

Table 3: Annual scores against analyses
	VERIFICATION AGAINST ANALYSIS in 2013 (2012)

	 
	24 hour
	72 hour
	120 hour

	 
	
	2013
	2012
	2013
	2012
	2013
	2012

	Northern Hemisphere
	500-hPa height RMS (m)
	5.5
	5.9
	18.2
	18.7
	39.6
	40.0

	
	Wind RMSVE 250 hPa (m/s)
	3.4
	3.5
	7.5
	7.6
	12.5
	12.6

	Southern Hemisphere
	500-hPa height RMS (m)
	6.5
	6.9
	21.8
	22.8
	46.1
	48.5

	
	Wind RMSVE 250 hPa (m/s)
	3.3
	3.4
	7.6
	7.8
	12.7
	13.2

	Tropics
	Wind RMSVE 850 hPa (m/s)
	2.0
	2.0
	2.8
	2.8
	3.4
	3.4

	
	Wind RMSVE 250 hPa (m/s)
	3.6
	3.7
	5.8
	5.9
	7.3
	7.4


Table 4: Annual scores against radiosondes measurements

	VERIFICATION AGAINST RADIOSONDES in 2013 (2012)

	 
	24 hour
	72 hour
	120 hour

	 
	 
	2013
	2012
	2013
	2012
	2013
	2012

	Asia
	500-hPa height RMS (m)
	12.6
	12.5
	19.2
	19.6
	33.6
	33.4

	
	Wind 850 hPa (m/s)
	3.5
	3.5
	4.7
	4.7
	6.3
	6.3

	
	Wind 250 hPa (m/s)
	5.2
	5.4
	8.2
	8.4
	11.7
	11.9

	Australia New Zealand
	500-hPa height RMS (m)
	12.3
	11.1
	18.1
	18.1
	33.1
	32.8

	
	Wind 850 hPa (m/s)
	3.6
	3.6
	4.7
	4.7
	6.3
	6.2

	
	Wind 250 hPa (m/s)
	5.1
	5.2
	7.5
	7.6
	11.2
	11.2

	Europe
	500-hPa height RMS (m)
	10.4
	10.4
	20.7
	20.2
	43.3
	44.5

	
	Wind 850 hPa (m/s)
	3.5
	3.5
	4.8
	4.8
	6.8
	6.9

	
	Wind 250 hPa (m/s)
	4.9
	4.9
	8.6
	8.5
	14.5
	14.6

	North America
	500-hPa height RMS (m)
	9.9
	9.1
	20.3
	19.7
	42.4
	39.9

	
	Wind 850 hPa (m/s)
	3.7
	3.7
	5.0
	5.1
	7.2
	7.3

	
	Wind 250 hPa (m/s)
	5.5
	5.5
	9.3
	9.3
	14.6
	14.7

	Northern Hemisphere
	500-hPa height RMS (m)
	11.9
	11.6
	20.9
	20.7
	40.5
	40.1

	
	Wind 850 hPa (m/s)
	3.5
	3.6
	4.8
	4.9
	6.7
	6.8

	
	Wind 250 hPa (m/s)
	5.0
	5.1
	8.4
	8.4
	13.0
	13.1

	Southern Hemisphere
	500-hPa height RMS (m)
	11.7
	11.7
	19.8
	20.7
	36.4
	39.0

	
	Wind 850 hPa (m/s)
	3.9
	3.9
	5.1
	5.0
	6.7
	6.8

	
	Wind 250 hPa (m/s)
	5.4
	5.3
	8.1
	8.2
	12.2
	12.4

	Tropics
	Wind 850 hPa (m/s)
	3.5
	3.6
	4.1
	4.0
	4.5
	4.4

	
	Wind 250 hPa (m/s)
	5.1
	5.2
	6.4
	6.5
	7.5
	7.6


Table 5: Annual scores against analyses (Ensemble Prediction System)

	EPS VERIFICATION AGAINST ANALYSIS in 2013 (2012)

	 
	 
	72 hour
	120 hour
	192 hour

	 
	
	
	2013
	2012
	2013
	2012
	2013
	2012

	Northern Hemisphere
	500-hPa height 
	Ensemble mean RMSE (m)
	22.0
	21.7
	43.6
	41.3
	70.7
	75.3

	
	
	Spread/EM error (%)
	91.2
	92.4
	89.8
	95.0
	99.9
	93.7

	
	850-hPa temperature
	Ensemble mean RMSE (m)
	1.45
	1.52
	2.32
	2.33
	3.39
	3.58

	
	
	Spread/EM error (%)
	87.1
	83.2
	89.4
	89.3
	98.1
	92.9

	Southern Hemisphere
	500-hPa height 
	Ensemble mean RMSE (m)
	18.2
	20.3
	34.8
	37.9
	58.5
	60.5

	
	
	Spread/EM error (%)
	100.1
	89.6
	100.7
	92.6
	100.2
	96.9

	
	850-hPa temperature
	Ensemble mean RMSE (m)
	1.17
	1.32
	1.69
	1.87
	2.43
	2.58

	
	
	Spread/EM error (%)
	97.5
	86.5
	98.9
	89.1
	98.4
	92.4


5.2
RESEARCH PERFORMED IN THIS FIELD
(a) Verification of severe weather

In order to extend severe-weather diagnostics at ECMWF, additional scores are being tested. While many scores tend to degenerate to trivial values for rare events, some have been specifically designed to address this issue. Here we use the symmetric extremal dependence index, SEDI, to compare the skill of the operational high-resolution and the ERA-Interim forecast. Both forecasts are verified against SYNOP observations. For 24-h precipitation, the gain in skill of the operational forecast relative to ERA-Interim amounts to about one forecast day and is mainly due to a higher hit rate. For 10 m wind speed the gain is between one and two forecast days and mainly due to a lower false alarm rate. Forecast skill as measured by SEDI for high percentile events is generally higher for 24-h precipitation than for 10 m wind speed.

Whereas SEDI is computed based on calibrated forecasts and therefore measures potential skill, the potential economic value (PEV) gives the actual skill in terms of the gain (relative to climatology) obtained by performing action and non-action following the forecast guidance. As in the case of SEDI, it is applied to the 98th percentile of 24-h precipitation and 10 m wind speed in Europe. The verification period is July 2013 – June 2014. The maximum PEV on forecast day 4 is about 0.4 for precipitation, and 0.2 for wind speed. For precipitation, the HRES has higher skill than ERA-Interim for all potential users, while for wind speed ERA-Interim has higher skill for users in a certain range of cost-loss ratios. At larger lead times positive PEV values exist only for a narrow range of cost–loss ratios. As with SEDI, forecasts of 10 m wind speed are less skilful than those of 24-h precipitation. The PEV of the ENS, demonstrates the benefit for a wide range of potential users of a probabilistic forecast of extremes.

(b) Verification of cloudiness

To complement the evaluation of surface weather forecast skill, routine verification of radiation and cloudiness using satellite data has been established (see also ECMWF Newsletter No. 135). Verification is made against the top of the atmosphere (TOA) reflected solar radiation products (daily totals) from the Climate Monitoring Satellite Application Facility (CM-SAF) based on Meteosat data. Fluxes have been normalized by scaling with a latitudinally and seasonally varying clear-sky flux at the surface. Compared to 2012 the negative bias (underestimation of cloud cover and/or cloud reflectance) in the Southern Ocean has decreased, but it has slightly increased in the subtropical stratocumulus (Sc) regions off the western coast of Africa. The positive bias in areas dominated by trade cumulus (Cu) has decreased compared 2012. The biases of different sign in Sc and Cu areas are expected to decrease further in the near future due to changes in cloud microphysics. The error standard deviation has decreased compared to 2012, most notably in the Southern Ocean.
(c)  Use of ERA-Interim as benchmark for trends in forecast performance
The effect on scores of the year-to-year variations in the predictability of the atmosphere can be accounted for by comparing the operational model performance with that of the ERA-Interim forecasts, which use a fixed version of the ECMWF model and assimilation system. The evolution of skill relative to ERA-Interim has been assessed for various upper-air and surface parameters. The largest relative improvements (15-20% since 2002) have been achieved for upper-air and dynamic fields, followed by 2 m temperature and 10 m wind speed. The skill of total cloud cover has stagnated for an extended period and started to increase only with more recent cycle changes. This type of comparison does not take into account the fact that a given relative improvement may inherently be more difficult to achieve for some parameters than for others. To highlight this aspect, improvements have also been assessed in terms of lead time. Using this measure, the improvement of the upper air parameters and MSLP become very similar (~0.8 forecast days since 2002), and forecast skill for total cloud cover does not lag behind as much. However, the improvement for 10 m wind speed appears disproportionally large. This is because parameters for which the forecast already has a relatively large error at initial time, such as 10 m wind speed evaluated against SYNOP, tend to exhibit a rather weak lead-time dependence of skill. Thus the 4% increase in skill for wind speed in 2011-12 translates into 1.5 forecast days. Nevertheless it highlights the fact that the changes to the roughness length introduced in Nov 2011 (model cycle 37r3) not only reduced the overall bias but led to a substantial reduction of the non-systematic error as well.
(d)     Benchmark for ENS probability forecasts
In order to have a benchmark for the ENS, the CRPS has been computed for a ‘dressed’ HRES. This also helps to distinguish the effects of ensemble configuration developments from pure model developments. The dressing uses the mean error and standard deviation of the previous 30 days to generate a Gaussian distribution around the HRES. The evolution of the CRPS for the ENS and for the dressed HRES has been compared over the last 10 years for temperature at 850 hPa at forecast day 5. In the northern hemisphere the skill of the ENS relative to the reference forecast was about 6 % in 2005 and has reached a value of 14% after the change of resolution associated with the introduction of model cycle 36r1 (Jan 2010). For the southern hemisphere the corresponding values are 11% and 16%. Both the dressed HRES and ENS have further improved afterwards, however their relative difference has remained nearly constant. The relative benefit of the ENS strongly increases with lead time. For forecast day 1, the ENS has reached a level of skill similar to the dressed HRES only after the 2010 resolution upgrade. It is worth noting, however, that using the forecast error for dressing of the HRES is equivalent to generating a perfectly calibrated ensemble. Thus this sort of reference forecast represents a rather challenging benchmark. The recent drop in relative skill which is most visible for day 1 appears for the most part to be due to improvements in the HRES associated with changes introduced in June and November 2013 (model cycles 38r2 and 40r1).
6.
PLANS FOR THE FUTURE (NEXT 4 YEARS)

6.1
DEVELOPMENT OF THE IFS
6.1.1 
Major changes in the IFS which are expected in 2014
· Implement a T399 inner loop resolution in 4DVAR

· Improve EDA noise filtering and reduce sampling window (12 days to 1.5 days) 

· Use a balance operator in stratosphere

· Retune observation error
· Introduce twice weekly 11-member reforecasts

· Revise ENS initial perturbations and SKEB

· Implement MACC-II CO2/O3/CH4 climatologies
· Upgrade RRTM and chnage cloud minimum effective radius 

· Change rain evaporation, autoconversion/accretion and riming in the cloud scheme
· Modify convective detrainment

· Activate of lake model (FLAKE)

· Use the first set of new surface climate fields (land-sea mask, sub-grid orography)

· Improve SL-trajectory (stratospheric noise)

· Implement 3D quasi-monotone limiter and consistent interpolation of moist variables

· Use of ASCAT in SEKF (incl. improved observation errors)

· Upgrade all-sky assimilation (MHS; SSMIS over land; AMSR2 activation; SAPHIR monitoring; GMI readiness; azimuthal dependency)

· Implement LAI and snow in SEKF

· Assimilate GPS-RO with 2D operator, ground based GPS and high-resolution radiosonde

6.1.2
Major changes in the IFS which are expected in 2015 to 2017
Major changes in 2015
· Model component: New PBL, mass conservation, interactive ozone, multi-layer snow, surface currents –waves, sea-ice in ENS and revised SPPT

· Data assimilation: Clouds, weak constraint and ozone in 4DVAR, albedo in SEKF, coupled reanalysis and sea-ice analysis, and use of sentinel-3/5p and Aeolus data

· System configuration: Resolution (EDA T511, HRES T2047, ENS T1023/¼o), ENS legs (Leg A 15 days, leg B 45 days) and 24-hour 4DVAR window
· Scalability: Lagged radiation, Multiple model grids and 4DVAR in OOPS
Major changes in 2016/17
· Model component: Interactive aerosols, high-resolution land-surface, unstructured grid and HRES ocean coupling day-0
· Data assimilation: Aerosols, coupled 4DVAR and EarthCARE
· System configuration: HRES to 15 days, 50 member EDA and System 5, and 36/48h 4DVAR window
· Scalability: Unstructured sub-meshes, and new equations, transport and solver for the model
6.2
PLANNED RESEARCH ACTIVITIES IN NWP, NOWCASTING AND LONG-RANGE FORECASTING

6.2.1 
Planned Research Activities in NWP: Science and innovation milestones in 2014 
Initial state error reduction
· Exploitation of new observations of wind and active sensors and preparations for new EUMETSAT and FY3 Chinese satellites
· Full use made of existing observations (satellites, conventional observations and composition profiles)
· Cloud analysis included in the data assimilation
Model process understanding and error reduction
· Vertical diffusion improved for stable boundary layers and the upper troposphere–lower stratosphere

· Radiation and interaction with clouds, land surface and composition revised.

· Dynamical core includes flexible mesh-solver (unstructured grids) and scalable code

· Ocean modelling includes wave induced mixing and sea-ice assimilation and modelling

· Atmospheric composition includes C-IFS base for further developments and aerosol effects

Quantifying forecast uncertainty
· Further development of strategy for physical processes

· Model error in weak constraint 4DVar and EDA included in data assimilation

· Seamless prediction implemented from Ensemble of Data Assimilations (EDA) to ensemble forecasts (ENS)

Investigating predictability
· Predictability of flow regimes assessed

· Resolution versus time range, ensemble sizes and ocean coupling investigated

Climate monitoring
· ERA-Interim replaced with ERA-SAT

· Coupled atmosphere-ocean-land reanalysis developed
6.2.2 
Planned Research Activities in Nowcasting

No activities planned.
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