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1.
SUMMARY OF HIGHLIGHTS
Major changes in the operational data processing and forecasting system in 2012:
19 June: Implementation of Cy38r1. The new cycle included a collection of improvements to the forecast model and the data assimilation system, affecting the high-resolution forecasts and analyses, the ensemble of data assimilations (EDA) and the ensemble forecasts including the monthly extension. Cycle 38r1 includes a major improvement of the characterization of the background errors that are used in the 4D-Var analysis. These were obtained from re-computing their climatological structure by gathering statistics from the latest available version of the Ensemble of Data Assimilations (EDA) and model cycle 37r3. The spatial structure and amplitude of the background errors are particularly important because they, to a large extent, determine the impact of the observations in the analysis.
A detailed catalogue of changes to the ECMWF forecast and analysis systems is available on the ECMWF web site at: http://www.ecmwf.int/products/data/operational_system/index.html.
2.
EQUIPMENT IN USE
The computer equipment in use at the end of 2012 is summarised in Table 1. More information can be found on the ECMWF website http://www.ecmwf.int/services/computing/.
Table 1: Computer equipment in use for operational activities (end of 2012)

	Machine
	Processors
	Memory (GB)
	Storage (TB)
	Tape Drives

	2 IBM Cluster 1600
	2x8600 (4.76GHz Power6)
	2x18816
	2x600
	

	5 HPrx4640
	5x4
	5x8
	18
	

	12 IBM p-series

80 linux
	60
600 cores
	380
3840
	1500
	200 (40PB data on tape)


3.
DATA AND PRODUCTS FROM GTS IN USE
A summary of data received through the GTS and other sources and processed at ECMWF is given in Table 2.
Data coverage maps for most of these data are available. They can be found by going to http://www.ecmwf.int/products/forecasts/d/charts/monitoring/.
Table 2: Number of GTS products processed (31 Dec 2012, mean daily counts)

	Data type
	Mean
	Data type
	Mean
	Data type
	Mean

	SYNOP
	92819
	AMV-MET9
	1073281
	HIRS-NOAA17
	624755

	SHIP
	11547
	AMV-FY-2E
	42227
	HIRS-NOAA18
	57895

	METAR
	44767
	AMV-FY-2D
	21963
	HIRS-NOAA19
	842917

	DRIBU
	28967
	AMV-TERRA
	82944
	SCAT-ASCAT
	1218086

	MOORED
	237
	AMV-AQUA
	39285
	IASI-METOP
	318748

	AIREP
	9474
	SSMI-F15
	29746
	OZONE-NOAA16
	989

	AMDAR
	123495
	AMSUA-NOAA15
	325092
	OZONE-NOAA17
	880

	ACARS
	126766
	AMSUA-NOAA16
	503302
	OZONE-NOAA19
	1207

	TEMP-LAND
	1256
	AMSUA-NOAA18
	681943
	OZONE-AURA
	50148

	TEMP-ASAP
	9
	AMSUA-NOAA19
	624348
	OZONE-GOME-2
	91851

	PILOT
	760
	AMSUA-AQUA
	314010
	GRAD-MET7
	287596

	DROPSONDE
	0
	AMSUA-METOP
	455756
	GRAD-MET9
	724196

	PROFILER-USA
	390
	AMSUB-NOAA15
	147644
	GRAD-GOES13
	326820

	PROFILER-EU
	5198
	AMSUB-NOAA16
	223441
	GRAD-GOES15
	291953

	PROFILER-JAP
	858
	AMSUB-NOAA17
	141850
	GRAD-MTSAT
	128887

	PROFILER-CAN
	117
	AMSUB-NOAA18
	298667
	AIRS-AQUA
	302560

	AMV-GOES13
	295136
	AMSUB-NOAA19
	288630
	
	

	AMV-GOES15
	276579
	MHS-METOP
	219930
	
	

	AMV-MET7
	160832
	HIRS-NOAA16
	46599
	
	


4.
FORECASTING SYSTEM
4.1
SYSTEM RUN SCHEDULE AND FORECAST RANGES
The following forecasts are produced operationally at ECMWF (December 2012):

Medium-range: global atmospheric model coupled to ocean wave model

· Forecast to ten days from 00 and 12 UTC at 16 km (T1279) resolution and 91 levels.

· 51-member ensemble forecasts to 15 days from 00 and 12 UTC at 32 km (T639) to day 10, then 64 km (T319) to day 15; 62 levels.

· Global ocean forecast to ten days from 00 and 12 UTC at 28km resolution; European waters wave forecast to five days from 00 and 12 UTC at 10km resolution.

Extended range (monthly): atmosphere-ocean coupled model

Twice per week, from 00 UTC Thursday and Monday, the medium-range ensemble forecast is extended to 32 days to provide a forecast for the month ahead. There is no change of resolution at day 15, so the atmospheric resolution remains at 64 km, 62 levels; from day 10 onwards, the atmospheric model is coupled to the ocean model, which has horizontal resolution of 1°  (with enhanced meridional resolution near the equator), 42 levels.

Long range (seasonal): atmosphere-ocean coupled model

The seasonal forecast is run once per month as a 51-member ensemble with a forecast range of seven months. The initial conditions are for the 1st of the month; the forecast is released on 8th. The atmospheric resolution is 80 km (T255) with 62 levels; the ocean model has horizontal resolution of 1° (with enhanced meridional resolution near the equator) and 42 levels.

4.2
MEDIUM RANGE FORECASTING SYSTEM (4-10 DAYS)
4.2.1
Data assimilation, objective analysis and initialization

4.2.1.1
In operation

The operational data assimilation is four-dimensional variational multi-variate analysis (4D-Var) for wind, temperature, humidity, surface pressure and ozone. Increment minimisation (inner loop) is run in three stages, one at 125 km (T159) followed by two more at 80 km (T255) resolution on 91 levels. The operational configuration comprises two 6-hour 4D-Var analyses, centred at 00 and 12 UTC, from which the main forecasts are initialised. In addition there is a continuous 12-hour 4D-Var analysis cycle (observations from 09–21 UTC and 21–09 UTC) that runs with a delayed cut-off time to allow the maximum possible number of observations to be used. Short forecasts from these analyses are used as the background fields for the main 00 and 12 UTC 6-hour assimilations. The Ensemble of Data Assimilations (EDA) provides an ensemble of estimates of the current state of the atmosphere and its uncertainty. Flow-dependent, filtered and scaled variances sampled from the EDA provide background error estimates for the 4D-Var analysis. The current configuration of EDA comprises 11 members at T399/50 km resolution (T159 inner loops).
Surface parameters: Sea surface temperature analysis from the UK Met Office and sea ice analysis from the EUMETSAT Ocean and Sea Ice SAF; soil moisture analysis (Extended Kalman Filter); snow depth (Optimum Interpolation); screen level temperature and humidity.
4.2.1.2
Research performed in this field

(a) 4D-Var and EDA

Background errors. The climatological structure of the background errors has been recomputed by gathering statistics from the latest available version of the Ensemble of Data Assimilations (EDA). The new error correlations are noticeably sharper than the old ones, computed five years ago. This is a consequence of the higher observation density of the current observing system, the increased model resolution introduced in 2010, and a more advanced EDA. This means that the analysis now will be able to make better use of high resolution observations like (e.g. radiosonde data, surface pressure data and aircraft measurements). This translates into a clear improvement in the analysis and forecast skill scores of IFS Cy38r1.

Estimation of the background errors. Emphasis has been on improving and extending the use of the EDA in the estimation of the background errors used in the 4D-Var deterministic analysis. A refinement in the spectral filtering algorithm that removes the sampling noise from the raw EDA variances has been developed and implemented operationally in IFS Cy38r1, with statistically significant benefit on the skill of the deterministic IFS forecast (Bonavita et al., 2012).

Advanced filtering of algorithm for the EDA variances. A more advanced filtering algorithm for the EDA variances is being developed. Both the original version implemented in IFS Cy37r2 and the more recent upgrade use a spectral method to extract the signal from the noisy EDA statistics that is based on only 10 members. This implies that these filters do not have spatial resolution, i.e. the same filter is applied homogeneously over the globe. However it is known that the sampling noise is spatially correlated over length scales which are proportional to the background error length scales, so that an optimal filter should reflect these spatial variations. A way of incorporating spatial variability in the filtering algorithm is to design it in wavelet space (Fisher, 2003), similarly to what is already done in the correlation part of the IFS error covariance model. This wavelet variance filtering algorithm has been developed and is being tested for operational implementation. 

Flow-dependent estimates of the background error correlations. It is intended to extend the use of the EDA in 4D-Var by providing flow-dependent estimates of the background error correlations. This is expected to have a considerable impact on the 4D-Var analysis, since background error correlations tend to show significant variability in regions of active weather. Following the update of the climatological background errors, work is ongoing to implement the online computation of the error correlation model in the IFS. This will allow its continuous update through the use of the latest available EDA short-range forecasts, thus introducing a degree of flow-dependency and seasonal variability in the diagnosed background error structures. 

Model resolution increase. The analysis system has been updated and tested to ensure it is compatible with the increase in the model vertical resolution. In addition to technical changes, new background errors, model errors, and filters for the EDA variances are needed. Initially, all error statistics were derived from L137 forecasts started from a L91 EDA. These initial statistics were then used in an extended L137 EDA, from which the final error statistics were calculated. Finally, T511 forecasts at L137 were compared to L91 level reference forecasts at the same resolution. The most recent preliminary results show neutral or slightly positive impact in most areas. The similarity in performance of the L91 and L137 system may in part stem from the new model levels in the L137 system being evenly distributed with the same top and bottom level.

(b) Ensemble Kalman Filter (EnKF)

Influence of the ensemble size. The influence of the ensemble size on the skill of the analysis has been assessed. This study shows a clear benefit of increasing the ensemble size from 60 to 120 members, when assimilating the full set of observing systems. There is however some indications that a further increase in ensemble size beyond 120 members does not significantly improve the skill of the analysis. 

Imbalances. There is evidence of substantial gravity wave noise in the early part of forecasts run from the EnKF analysis. The application of various types of Digital Filter Initialization on the analysis ensemble was tested but although they reduced the noise they all proved detrimental to analysis quality. A large proportion of the imbalance seems to come from imbalances within the vertical column, from a lack of cancellation between the divergence term at different levels. Addressing this in a simple point-wise manner by analysing the surface pressure tendency and adjusting the divergence terms so they correspond to the analysed surface pressure tendency removes a large proportion of the gravity wave noise, seemingly without having any adverse impact on the analysis quality. The required adjustments to the winds are usually quite small.

Intercomparison studies. The performance of LETKF (Local Ensemble Transform Kalman Filter), 4D-Var, and the corresponding hybrids 4D-Var&EDA and 4D-Var&LETKF have been intercompared in the context of assimilating only surface pressure data. First results indicate that LETKF produces analyses of higher quality than any of the other configurations. Further work is ongoing to improve the calibration of the 4D-Var&EDA used for these studies. However, 4D-Var&EDA outperforms EnKF when the full set of observing systems are assimilated. Nevertheless these results obtained in a reduced observation framework indicate that the quality of (flow-dependent) background error covariances play a very important role in the quality of the analysis, especially when there are few observations to assimilate. 

(c) Land surface analysis

Snow analysis. The new Optimal Interpolation (OI) snow analysis system implemented in November 2010 has now been used in operations for two consecutive winter seasons in the northern hemisphere, confirming the consistent positive impact of the implementation of the new snow analysis. Further improvements in the snow OI were implemented in 2011–2012. The assimilation of the daily NESDIS snow cover data was updated to use the data at 00 UTC, 12 hours earlier than in the past, enabling use of the snow cover information closer to observation time. This reduces the cases where, in temporary snow cover conditions, inconsistencies may appear between the analysis and the real snow cover conditions. 

SMOS monitoring and data assimilation. Significant progress has been achieved in the use of brightness temperatures from the Soil Moisture and Ocean Salinity (SMOS) mission within the IFS. The data has been implemented within the simplified Extended Kalman Filter (EKF). In the new version of the EKF, all possible combinations of screen-level variables and remote-sensing data to analyse soil moisture are permitted. The first experiments demonstrated that there is an impact of SMOS data in the soil moisture analyses and, as expected, decreasing with the depth of the soil. 

ASCAT monitoring and data assimilation. EUMETSAT released an improved version of the ASCAT soil moisture product from August 2011. The new product content and structure was investigated and compared to the previous version of ASCAT data. It was shown to provide an increased number of reliable soil moisture data and to use a more strict noise level flag than the previous ASCAT product. The revised ASCAT product leads to an increased number of observations used for monitoring and data assimilation. The revised CDF-matching drastically reduces the ASCAT soil moisture first guess departure and improves the ASCAT soil moisture data assimilation impact on soil moisture.

Validation activities. In-situ measurements of soil moisture are an indispensable source of information for evaluating soil moisture analysis and forecast. A database with in situ soil moisture observations from several networks across the world, under different biome and climate conditions, was collected to evaluate various ECMWF soil moisture products from the deterministic analysis, ERA-Interim, or the H-SAF H14/SM-DAS-2 product, as well as remotely sensed surface soil moisture products from SMOS and ASCAT. The results of the comparison between SMOS, ASCAT and H14/SM-DAS-2 surface soil moisture against the global in situ validation database the good range of correlation obtained for SM-DAS-2. Evaluation of the times series, as well as of the anomaly values, showed that the three products are able to capture surface soil moisture annual cycle and short term variability. 

(d) Improved use of conventional observations

Bias correction of AIREP temperature data. The variational bias correction (VarBC) has been adapted in the IFS to carry out the bias correction of AIREP temperature data. The scheme was operationally implemented as a part of IFS Cy37r3 in November 2011. The scheme corrects each aircraft separately. There are three predictors. One predictor corrects the cruise level bias, whereas the other two predictors apply corrections that are functions of the aircraft vertical velocity (dp/dt), effectively accounting for the aircraft descend/ascend conditions. Extensive testing of this new approach has shown clear improvement in terms of data fit for both the analysis and the background. Furthermore, there was a reduction of biases for both radiosonde temperature and GPS radio occultation data.

Assimilating high-resolution radiosonde BUFR data. The ability to assimilate high-resolution radiosonde BUFR data has been developed. The first implementation still assumes the data belong to a vertical profile at the launch location. The implementation that uses the correct lat/lon is still in progress. The conventional observation (SYNOP, DRIBU, TEMP) "character code" is going to be gradually replaced by BUFR in the next 2 to 3 years, and preparation for this is underway. Preparation of the observation handling and the assimilation system in order to assimilate TAMDAR and AMDAR humidity data is also ongoing.
(e) Clear-sky radiance assimilation

Use of data over land and sea ice. MHS channel 5 (the lowest-peaking in the 183 GHz water vapour band) has been operationally assimilated over land since 19 June 2012 after extensive testing confirmed the impact on the humidity analysis. The introduction of MHS over surfaces with skin temperatures below 278 K has been investigated. The extension of the dynamically retrieved emissivity method used over land to for sea ice has also been found to provide a better representation of model-estimated brightness temperatures than the regression scheme previously used. 

First experience with ATMS. The temperature-sounding channels of ATMS are specified to have a smaller footprint, denser spatial sampling, but higher instrument noise compared to equivalent AMSU-A channels. At ECMWF, we employ simple averaging of footprints from three adjacent scan positions and three adjacent scan lines (referred to as “3x3 averaging”). Generally, the data is overall of good quality (Bormann et al., 2012a). Also the scan-position-dependent biases are smoother compared to AMSU-A, even out to the outermost fields of views. After the 3x3 averaging, this leads to standard deviations of first-guess departures that are similar or even better than those for AMSU-A. ATMS was found to give a modest improvement in forecast skill and has been assimilated operationally since 26 September 2012.

FY-3A/B radiance data. The microwave temperature sounder on FY-3A (MWTS) was prepared for operational implementation. Early trials at IFS Cy36r4 showed modest positive impact on geopotential RMSE scores at 500 hPa and above (~1%). These trials used  the optimised RT coefficients based on optimised pass band analyses, as well as non-linearity corrections reported last year. However occasional problems with data quality were experienced hence operational implementation was postponed and the data was passively monitored until the instrument stopped scanning  at the end of 2012. An initial evaluation of the four instruments on FY-3B has also been carried out. MWTS has a problem in one channel (MWTS-4) due to gain discontinuities. The FY-3B is monitored passively. The MWRI is the only operational microwave imaging instrument in an afternoon orbit. There were relatively large radiance biases, but these appear to be well handled by VarBC. 

Microwave sounder bandpass corrections. The evaluation of the data from the FY-3A/B satellites led to new techniques in characterising bandpass shift in microwave observations. Microwave observations work by detecting an intermediate frequency by mixing the observed microwave signal with a known source known as a local oscillator. If the frequency of the local oscillator changes the band being measured changes by the same amount. It had been considered that changes of only a few MHz were likely in local oscillator frequency. However when this was revisited for AMSU-A channels, bandpass shifts of up to 40 MHz were found. This was unexpected but another team found corroborating evidence so a thorough examination of bandpass shifts in all the AMSU-A and MSU instruments was carried out. This showed that a significant part of the inter-annual bias variation as well as long-term bias trends could be explained by the diagnosed band pass shift. Work continues on how best to allow for bandpass shift both in operational assimilation of AMSU-A and in reanalysis and to verify that the biases do not arise from other causes.

(f) High spectral resolution infrared sounder radiance data 

Improved cloud screening for AIRS and IASI. The cloud detection scheme in use for the AIRS and IASI radiance data is almost exclusively based on first-guess departure information in the long-wave part of the observed infrared spectrum. This design ensures that the radiative effect from undetected clouds will normally be small, but first guess error can be confused with cloud leading to false alarms or failure to detect cloud. Two approaches to improve cloud detection in the presence of first-guess error have been considered. The first approach is to use short-wave channels for cloud detection because they have lower sensitivity to water vapour, for which first guess errors tend to be larger. Unfortunately, this approach is also found to increase the risk of missing cirrus cloud. The second approach makes use of collocated information from the Advanced Very High Resolution Radiometer (AVHRR), provided as part of BUFR data for each IASI field-of-view. The strategy is to design an independent AVHRR cloud detection scheme and to use this to complement the existing cloud detection scheme. 

Inter-channel error correlations for AIRS and IASI. Experimentation with inter-channel error correlations for AIRS and IASI has been revisited. Earlier studies indicated significant inter-channel error correlations for these instruments, particularly for water vapour and lower tropospheric channels, but assimilation trials suggested no clear benefit from taking these into account in the assimilation system. During the course of revisiting these trials, a bug was discovered that meant that earlier assimilation trials did not take the error correlations fully into account. When this is corrected, there is a clear signal from using inter-channel error correlations: accounting for inter-channel error correlations allows the use of an observation error for AIRS and IASI closer to diagnosed values and therefore close to values more consistent with standard deviations of first-guess departures for these instruments. 

Principal components analysis – performance of the PC score assimilation system. Work on the direct assimilation of Principal Component (PC) scores derived from  IASI radiances has continued with the specific aim to better understand and improve the performance of the PC score assimilation system. This has now been demonstrated in both the long and short wave IASI bands. The new specification of the observation errors produces a positive impact on the quality of the analysis and background profiles above all in the tropics and in the southern hemisphere. These results further consolidate those obtained in the preliminary assimilation trials which indicated that the assimilation of just 10 PC scores produces an analysis and forecast of comparable or better accuracy than an assimilation of 297 equivalent short-wave radiances. 

Principal components analysis – cloud detection and PC based quality control. Because first-guess departures for PC1 can be affected by the presence of residual cloudy soundings, a revised quality control scheme has been introduced that uses an additional criterion based on AVHRR cluster analysis from imager pixels within the IASI field of view. Results show that the introduction of the new scheme is effective in reducing the magnitude and the long-term drift of the bias correction applied to PC1. Also experiments have been conducted to quantify the performance of the long-wave PC assimilation compared to one based upon the traditional practice of selected channel radiance assimilation. Results obtained using a number of truncated PC scores and finely tuned values of the observation error confirm that the assimilation of PC scores can produce results of comparable or better accuracy than an assimilation of equivalent radiances. 

(g) Geostationary radiance data 

Combined clear and overcast SEVIRI radiances. The impact of the combined clear and overcast SEVIRI radiances on the wind analyses was assessed and compared with the impact of SEVIRI clear radiances alone and with the impact of SEVIRI cloudy AMVs. The combined clear and overcast SEVIRI radiances and cloudy AMVs impact is complementary with respect to the magnitude of wind analyses scores and the altitude range at which each observation type has maximum impact: the impact of clear and overcast SEVIRI radiances is most valuable at 500 hPa, while the impact of cloudy AMVs is largest at 850 hPa and 200 hPa.

High time-resolution ozone-sensitive radiances. Further efforts have been devoted to investigate the dynamical impact of high time-resolution ozone-sensitive radiances from Meteosat-9 on wind analyses. SEVIRI channel 5 at 9.6 µm is sensitive to tropospheric and stratospheric ozone in a layer between 900 hPa to 50 hPa. While the results are very preliminary there is some evidence that the fitting of ozone sensitive radiance observations within the 4D-Var analysis can be achieved by instigating ozone advecting wind increments, suggesting there is some potential for these data to provide useful information on the wind field in the stratosphere.

(h) All-sky assimilation

Extension of the All-Sky route to AMSU-A channels. The use of sounding channels in the all-sky approach has been investigated. The all-sky approach should eliminate the problem of undetected cloud and it should increase the number of observations available by allowing assimilation in cloudy and precipitating areas. The main scientific development required was to model AMSU-A observation errors by prescribing larger errors in cloudy and precipitating regions than in clear skies, and larger errors at nadir where the weighting function sees deepest into the atmosphere. Studies have focused on channel 4 of AMSU-A, which are intended for lower and mid-tropospheric temperature sounding, but are also sensitive to hydrometeors and the surface. In the full observing system, the incremental impact of all-sky AMSU-A channel 4 from two satellites was actually similar to that of adding another microwave imager; in other words it brought new information primarily on water vapour and cloud. Passive monitoring has been introduced with IFS Cy38r1.

Extension of the All-Sky route to infrared radiance data. Infrared radiance data are assimilated in either clear or single-layer overcast conditions. Assimilation of the radiance in more general cloud conditions (e.g. multi-level clouds) is being developed by extending the all-sky approach. The information content has been evaluated using linear estimation theory which shows that for less opaque cloud situations there is information on temperature and humidity below the cloud top. The first guess departures for IASI radiances have been investigated for cloudy scenes. For window channels over ocean (without any pre-screening), 85% of observations have a departure less than 10 K and for 69% it is less than 5K. However, there is a negative departure bias in the storm track and stratocumulus areas (possibly indicative of a model underestimate of cloud and/or humidity) and has a positive bias in the subtropical area. 

Dynamic emissivity retrieval within the Microwave Imagers all-sky approach. Microwave Imagers have a large humidity impact over ocean in both clear and rainy/cloudy conditions. Consequently ways are being investigated for making more use of these observations over land. In order to do this a reasonable estimation of the land surface emissivity is needed. Due to its variability with frequency and surface condition (desert, snow cover, vegetation, soil moisture), emissivity can be a difficult parameter to estimate, especially in cloudy situations. Studies on the feasibility of retrieving the surface emissivity dynamically using microwave observation in the all-sky system have been performed. For each sensor in the all-sky system emissivity, retrievals have been evaluated and tested by inter-sensor comparisons and comparisons with other emissivity estimates. The results show that dynamic emissivity estimation for rainy/cloudy scenes in the all-sky system gives comparable results to the clear sky estimation. 

(i) Atmospheric Motion Vector assimilation 

Improving AMV observation error specification. The work towards using situation dependent observation errors for AMVs in the ECMWF system has continued. The observation error is split into two parts, one originating from the AMV tracking and the other from the height assignment of the tracers. The main focus has been on investigating how the model first-guess check for AMVs could be simplified, if the magnitude of the observation error due to error in the height assignment could be used in excluding suspicious observations, and what is the impact of using the new observation errors on the model analysis and forecasts. The results obtained so far indicate that the situation-dependent observation errors have a positive impact on model analysis and forecasts. Another finding is that removing the asymmetric part of the first-guess check is possible without degrading the forecast quality. However relaxing the first-guess check gave negative impact for verification against (own) analysis at high levels and poleward of both 80˚N and 80˚S for short forecast ranges at all levels. 

Studies with AMVs from simulated imagery. In a EUMETSAT-funded study, AMVs derived from model-simulated imagery have been used to better characterise errors and biases inherent in the AMV processing and the interpretation of AMVs in the assimilation system. In the study, simulations from a high-resolution regional model (1.7–3 km resolution, 24-hour simulation) serve as truth, allowing a detailed characterisation of the derived AMVs in the context of a completely known atmospheric situation. The study examined several aspects with relevance to the assimilation of AMVs, most notably error correlations for the derived AMVs and observation operator aspects (Hernandez et al., 2012; Hernandez & Bormann, 2012). The study found evidence for significant spatial, temporal and vertical error correlations, with the scales for the spatial error correlations broadly matching similar estimates for real data. The study also revealed that the cloud motions provided in high-level AMVs are more representative of the wind at a level within the cloud, rather than the cloud top. In addition, interpreting the AMVs as representing a vertical layer-average wind can give some benefits, but these are relatively small compared to interpreting the AMVs as a single-level wind estimate for a suitably-chosen level within the cloud.  Tests are now being undertaken changing the operational assimilation of AMVs in the light of the study conclusions.

(j) Ozone assimilation 

MIPAS ozone profiles. Several experiments were conducted to assess the impact of assimilating reprocessed MIPAS ozone profiles on the ECMWF analyses. Preliminary assimilation tests were performed at two resolutions (T255 and T799) to assess the impact of the model resolution and indirectly the misrepresentation error that comes from not accounting for the observation horizontal smoothing (Dragani, 2012). The results from these experiments showed important improvements in the ozone vertical distribution and, in general, little dependence on the model resolution. Also it was found that, thanks to its high vertical resolution, MIPAS could provide a very useful constraint on the stratospheric ozone analyses whilst retaining the improvements produced by the IR ozone channels in the UTLS region. The level of agreement of the ozone analyses with independent ozone data was improved when MIPAS ozone profiles were used as an anchor to the ozone bias correction. 

Changes to the assimilation of SBUV. With the sudden loss of ENVISAT, it is important to identify ways to better exploit the information about the ozone vertical distribution embedded in the ozone data retrieved from other instruments. One example is represented by the NOAA SBUV ozone data. Although these retrievals are generated as twenty one level profiles, they are currently assimilated as six-layer ozone columns – with a bottom layer that spans the atmosphere from surface up to 16 hPa – to avoid the effect of unknown vertical error correlations. Preliminary results obtained from one-month long experiments were encouraging. Although, ways to model and include in the ozone analysis the SBUV error correlations are being studied, a new set of experiments aiming at assessing the impact of the twenty one level profiles (without any other modification to the analysis) over a whole year are in progress. The initial assessment of the ozone analyses show that the improvements in the stratospheric ozone seen in the one-month long experiments are largely confirmed. Also the assimilation of the twenty one level SBUV ozone profiles seems to produce ozone analyses of a quality comparable with that of the operational ones that exploited the high vertical resolution of MIPAS. 

(k) GPSRO assimilation 

Two-dimensional operators. ECMWF assimilates GPS radio occultation (GPSRO) measurements in operations with a one-dimensional bending angle forward model, which neglects the real two-dimensional measurement geometry. Research has focussed on the forecast impact of two-dimensional bending angle operators, and the use of dynamical observation error estimates based on the horizontal gradients provided by the forecast model. These developments should reduce forward model error, and weight the observations more appropriately when they are assimilated. The first experiments with this improved GPS-RO assimilation system are promising, showing slightly improved forecast scores, and clearly demonstrating that the two-dimensional operator also generally improves the bending angle “observed minus background” departure statistics in the troposphere.

Surface pressure. GPSRO measurements are assimilated as a function of a height variable, and in principle they should provide useful surface pressure information. The surface pressure information content of GPS-RO measurements has been investigated in a series of forecast impact experiments where all conventional surface pressure observations are removed. It has been demonstrated that the GPSRO measurements contain useful surface pressure information, and that they are able to constrain the development of large surface pressure biases. However, the GPSRO measurements cannot fully compensate for the loss of all of the conventional surface pressure measurements. It is also clear that NWP model biases, or biases introduced by other observations, can be aliased into erroneous systematic surface pressure increments because of the multivariate nature of the GPSRO weighting functions. This would seem to be a fundamental problem with any surface pressure information retrieved from satellite measurements, and it emphasises the value of the conventional measurements. 

Ionospheric correction. ECMWF currently assimilates “ionospheric corrected” bending angle profiles, but the value of forward models that would enable the direct assimilation of the rawer “L1” and “L2” signals is being investigated. This work is being performed in close collaboration with the Met Office, as part of EUMETSAT’s Radio Occultation Meteorology Satellite Application Facility (ROM SAF). The direct assimilation of the L1 and L2 would mean that the ionospheric correction would become part of the forward model/assimilation process, and this would circumvent problems, such as having gaps in the L2 profile which complicate the normal ionospheric correction process. A simple ionospheric bending model has been developed and it will be tested in stand-alone 1D-Var retrievals.

Simulation experiment for future requirements for GPSRO observations. A study, funded by the European Space Agency (ESA) through the Galileo Evolutions Programme, has estimated the optimal number of GPSRO measurements for NWP. A set of Ensemble of Data Assimilations (EDA) experiments was conducted with various numbers of simulated GPSRO profiles that are assimilated in addition to the other operationally used components of the Global Observing System (GOS). The variance of the EDA analyses and forecasts yields a statistical estimate of the analysis and forecast uncertainty of the NWP model as a function of GPSRO observation number and is used as a possible technique to estimate how many observations are needed to maximise cost-benefit ratio. It is found that the assimilation of additional GPSRO profiles reduces the EDA spread values. The results indicate that, with 8,000 simulated GPSRO profiles per day (i.e. four times as many as available today), the level of saturation is still not reached and one would gain noticeable additional improvements even if 64,000 profiles would be assimilated. 

(l) Radiative transfer modelling 

Evaluation of Fastem Version 5. Version 5 of FASTEM, the fast ocean surface emissivity model for microwave frequencies, has been evaluated in the ECMWF system, primarily in terms of a comparison between observed and simulated brightness temperatures (Bormann et al., 2012b). FASTEM-5 shows significantly different bias characteristics compared to FASTEM-4, the version used from IFS Cy37r3 onwards, especially in terms of the surface wind speed dependence. This is largely a result of reversing a change in the foam cover model introduced in FASTEM-4 back to the one used in earlier versions. After bias correction, the overall characteristics of departure statistics are similar for all affected channels, and as a result the forecast impact is overall neutral. FASTEM-5 is used operationally from IFS Cy38r1 onwards.

Principal component radiative transfer modelling. For the operational use of IASI, radiances are used over low clouds and in overcast conditions. In order to reproduce (or at least investigate) this functionality when assimilating PC scores, the signal of clouds has to be characterized in PC space. To this end, a new version of the PC based RTTOV has been developed that can simulate PC scores in cloudy atmospheres. The training has been carried out using cloudy radiances generated using the scattering parametrization utilized by the conventional version of RTTOV. The regression algorithm used by this new PC radiative transfer model to simulate the cloudy PC scores is analogous to that used in clear sky conditions. The main difference is that cloud affected RTTOV radiances replace clear radiances as predictors. The accuracy of the simulations can be traded-off for computational efficiency by varying the number of predictors in the regression algorithm and the number of eigenvectors used to reconstruct the cloudy radiances. In general, the root-mean-square difference between the model and synthetic radiances does not exceed 0.1 K although this figure can be revised downwards to 0.025 K by an appropriate choice of tuning parameters. 

(m) Observation System Experiments 

Comparison of one and two polar satellite scenarios. To support a EUMETSAT study to quantify future risk scenarios related to the availability of polar orbiting satellite data a series of Observing System Experiments (OSE) have been performed at ECMWF. It is possible that a baseline operational polar observing system in the future may only consist of one satellite from the United States (here termed USPS) combined with one European satellite (here termed EPS). These two hypothetical future polar satellites have been constructed using existing elements of the current observing network, namely: EPS (IASI, AMSU-A, MHS, ASCAT and GRAS onboard the Metop-A morning satellite) USPS (AIRS, AMSRE from AQUA and AMSU-A, AMSU-B from NOAA-18 afternoon satellites). The ECMWF system was then run for 3 months assimilating combinations of these polar satellites and the quality of the resulting atmospheric analyses and forecasts quantified using the usual metrics. Results demonstrate that the presence of the polar satellites in this study has a clear and unambiguous positive impact on forecast accuracy as measured by the headline skill scores averaged over this 3-month period. It is also evident from the results that there are significant benefits to flying more than two polar orbiting satellites, as seen in the enhanced skill of a data rich control assimilation system compared to the baseline. 

Comparison of impact of humidity observations. The impact of humidity observations within the ECMWF assimilation system has been studied by means of Observing System Experiments. Six observing system experiments have been run for 1–31 August 2011, using the incremental 4D-Var assimilation system at T255 horizontal resolution (~78 km). A control assimilation experiment, which uses all the available observations of the operational system, has been set up and used as reference to investigate the impact of each observing system. The impact of humidity observations has been assessed by means of four additional experiments for which in each experiment a specific data type has been withheld. Each observation type assimilated in the system has an impact on the humidity analysis. It is found that the all-sky approach (MW Imagers assimilated in both clear and rainy/cloudy conditions) dominates the humidity analysis much more than the other two observing systems, and in particular, marked impact is observed in the lower troposphere (1000–600 hPa) and in the deep convection area (250–100 hPa). MW Sounders and IR Sounders, instead, dominate the humidity analysis in the middle troposphere (600–200 hPa), especially in the northern and southern hemispheres.
4.2.2
Model
4.2.2.1
In operation

All components of the ECMWF data assimilation and forecasting system use the Integrated Forecasting System (IFS). The medium-range data assimilation and high-resolution and ensemble forecasts both use the same model cycle (Cy38r1 at December 2012).

Specification

· Variables (recalculated at each time-step): Wind, temperature, humidity, five prognostic cloud variables (cloud fraction, cloud water, cloud ice, rain water content and snow water content), ozone content, pressure (at surface grid-points).

· Numerical scheme: Semi-Lagrangian, semi- implicit time-stepping formulation.

· Horizontal grid: Wind and temperature are held as spectral fields. The grid for computation of physical processes is a reduced, linear Gaussian grid.

· Vertical grid: Hybrid levels. 

· Physics: Orography (terrain height and sub-grid-scale characteristics); four surface and sub-surface levels (allowing for vegetation cover, gravitational drainage, capillarity exchange, surface and sub-surface runoff); stratiform and convective precipitation, snow-fall, snow-cover and snow melt; radiation (incoming short-wave and out-going long-wave); sub-grid-scale orographic drag, gravity waves and blocking effects; non-orographic gravity wave effects; evaporation, sensible and latent heat flux; simplified ozone chemistry.

The high resolution 10-day forecast runs at 16 km (T1279) horizontal resolution with 91 levels (top at 0.01 hPa). The ENS uses 62 levels (top at 10 hPa) and runs at 32 km (T639) resolution to day 10, then at 64 km (T319) to day 15. Persisted SST anomalies are used in all atmospheric forecasts; with daily coupling to a full ocean model for days 10 to 15 of the ENS forecasts.

4.2.2.2
Research performed in this field

(a) Clouds 

Systematic errors in cloud representation. A comparison of the IFS model with radiation observations shows a number of systematic errors over land and ocean associated with the representation of cloud. In order to reduce these radiative biases, an investigation into the cloud-regime dependence of these errors is being performed, beginning with a focus on low cloud in the long-term observational records at the U.S. Southern Great Plains (SGP) ARM observational site. The results show that the overestimation of the IFS surface irradiance over land can be partly attributed to low-cloud regimes with compensating biases between overcast cloud conditions (underestimating cloud fraction and in-cloud liquid water path) and broken clouds (overestimating liquid water but not triggering convection often enough). 

Representation of super-cooled liquid water layers. A more comprehensive assessment of the representation of super-cooled liquid water layers and associated radiative impacts has highlighted the recent improvements from the new cloud scheme with prognostic liquid and ice variables and the subsequent modifications to mixed-phase processes at cloud top that went into operations with IFS Cy37r3. A single-layer cloud case study from the Mixed-Phase Arctic Cloud Experiment at the North Slopes of Alaska (NSA) ARM site shows a significant improvement in the IFS. Only the new scheme is able to capture the observed structure and radiative impact of Arctic mixed-phase cloud, with a super-cooled liquid water topped overcast cloud layer and ice precipitating out below. The improvements are also clearly seen in the radiative impact over land in the northern hemisphere and over the southern ocean high latitudes.

(b) Convection

Ensemble Prediction and Parameter Estimation System (EPPES). In collaboration with the Finnish Meteorological Institute (FMI) a numerical framework for the automatic optimisation and estimation of the distribution of model parameters has been developed based on the ensemble forecasts. The algorithm works as follows: Each forecast member uses particular values of perturbed model physics parameters. A specific cost function is used as a metric for the forecast quality, and on the basis of this metric a statistical algorithm proposes to maintain these values or to explore other values in subsequent ensemble forecasts. So far this algorithm has been evaluated for a set of convection parameters and different cost functions. While the framework works technically, and realistic distributions for the convection parameters are produced, the model has not yet been significantly improved in the tropics when applying the new parameters in the high resolution model. We therefore continue investigating the potential scaling problems of the statistical algorithm, explore further simplified cost functions, and perform “synthetic observation experiments.

Small planet. In future resolution upgrades of the IFS, deep convection will become gradually more resolved. In order to prepare for these resolution upgrades and to study their implications for tropical convection, a start has been made (as part of the European project EMBRACE) on the development of a scaled configuration of the IFS where the model can be run on an Aqua-planet of arbitrary size and gravity. This poses considerable challenges, in particular concerning the scaling of the physics. The first results are very encouraging as they have already allowed the reproduction of (a) an Aqua-planet with a similar climate as the real planet, and (b) a reduced-size planet (with an Earth’s radius divided by 4) with similar climate and tropical wave spectra as the full planet. 

(c) Radiation

Interaction with aerosols. The MACC aerosol system was used to explore the impact of the interaction between aerosols and radiation (direct effects) and between aerosols and cloud/precipitation (indirect effects). The effects of including fully interactive aerosols were compared to forecasts with aerosols specified from the MACC analysis and kept constant thereafter. While the temporal variability of the prognostic aerosols is shown to have strong local effects on surface parameters, the impact on objective scores is very limited (see Morcrette et al., 2011). Also the study of the role of aerosols as cloud condensation nuclei was repeated with IFS Cy37r3 to address the question whether the present climatological representation of sea-salt aerosols could account for some of the deficiencies in the model cloud and radiation fields, particularly after the introduction of fully prognostic ice and precipitation. This was performed with the MACC prognostic aerosols, but consideration is also given to a possible diagnostic representation of sea salt aerosols that could alleviate further some of the systematic errors in the cloudiness prevalent over the southern hemisphere storm track.

Interaction of radiation with prognostic ozone. Interactions between radiation and prognostic ozone have been tested in various versions of the IFS model over the years. For a long time, such tests showed a detrimental impact on forecasts without a clear explanation whether the increased level of systematic errors in the temperature around the UTLS (upper troposphere, lower stratosphere) was linked to deficiencies in the distribution of water vapour or ozone, or to deficiencies in the representation of ice clouds. Recent tests with the latest model version including the new representation of clouds with either 91- or 137-level vertical resolution show that, in forecast mode, no detrimental effect on the temperature at UTLS is introduced by the interaction between prognostic ozone and radiation. These results will be verified again once an analysis system with 137 vertical levels becomes available.

Cloud optical properties. A new parametrization of ice-clouds optical properties based on improved ice-clouds bulk single-scattering models (Baum et al., 2011) has been introduced in McRad. Tests to study the sensitivity of short- and long-wave fluxes to particle size distribution with a variety of ice crystal shapes are ongoing. 

Impact of increased vertical resolution. The impact of increased vertical resolution (137 levels instead of 91) on the model climate and 10-day forecasts has been tested. A small impact is seen on low-level cloudiness and short-wave radiation: the cumulus regime becomes slightly more cloudy and the stratocumulus regime becomes slightly less cloudy. In the 10-day forecasts it was noticed that the stress due to sub-grid orography has decreased by about 10%. This was addressed by modifying the algorithm in such a way that it becomes less sensitive to vertical resolution. 

(d) Boundary layer

Investigation of turbulent diffusion in stable conditions. The turbulent diffusion maintained in stable conditions is often artificially enhanced in operational NWP models, including the IFS, in order to offset important biases, such as too cold near-surface temperatures or too strong synoptic cyclones. However, such a practice leads to other biases in terms of stable boundary layer features, such as their depth, near-surface winds or low level jets. A set of experiments performed with recent model cycles (IFS Cy37r2/Cy37r3) showed that reducing the diffusion in stable conditions provides a better representation of certain features of stable boundary layers (mainly the winds), but it also affects the large-scale circulation and reinforces both the strength of individual synoptic systems and the amplitude of stationary waves. These effects either improve or deteriorate the large-scale scores, depending on region/season/height. The investigation also showed that a similar impact on the large-scale circulation is obtained by changing the drag over orography. Furthermore, the near-surface temperatures are found to be as sensitive to the strength of the land-atmosphere coupling as to the turbulence closure for stable conditions. This suggests that enhanced diffusion in stable conditions is still needed to compensate for biases caused by other poorly represented processes. A detailed discussion of these results can be found in Sandu et al. (2011). 

(e) Land surface 

ERA-Interim land. For project “ERA-Interim land” the offline system has been used with ERA-Interim forcing, but with the IFS Cy36r4 model, which employs H-TESSEL instead of TESSEL (as in ERA-Interim). An evaluation study using FLUXNET data shows the benefit of H-TESSEL for turbulent fluxes. Furthermore, technical work has been performed to allow the use of this reanalysis as a surface boundary condition for the hindcasts with seasonal and monthly systems in order to have surface variables (soil moisture, soil temperature and snow) that are compatible with the model version in these systems. 

Tiling. The tiling method used in the land surface scheme represents surface heterogeneity by solving the surface energy balance separately for each tile. Gridbox values for the fluxes are obtained from weighted averages of the tiles. This method assumes equal conditions above each tile at the height where the surface is coupled to the atmosphere, which is called the blending height. To analyse the error introduced by the blending height assumption, and the effect of changing this height, offline simulations were performed for a forest site and a lake site with H-TESSEL and LAKE-H-TESSEL. For both simulations, forest and lake, the same set of three levels was tested, thus reproducing the assumption of identical conditions at the forcing height. The effect of the forcing height selection is rather mixed: at the forest site the errors are slightly reduced when increasing the height, and over the lake the LE error is reduced and H, ΔQ and Rn errors are increased. It can be concluded that the lake simulation shows a stronger sensitivity to the forcing height than the forest simulation. 

Geoland – A-gs carbon module. The A-gs carbon module making use of a seasonally varying LAI climatology (Boussetta et al., 2011), as developed in the Geoland-2 project, has been operational since 15 November 2011 with the introduction of IFS Cy37r3. An extensive validation of the scheme using the offline platform shows that the resulting net ecosystem exchange (NEE) is in the range of other state-of-the-art schemes and performs slightly better than, for example, the CASA GFED3 inventory. The NEE from CH-TESSEL has a better interannual variability than the NEE from CASA GFED3 when coupled to the MACC transport model. The full documentation of the scheme with its evaluation is described by Boussetta et al. (2012). 

New Geoland-2 LAI product. A new Geoland-2 LAI product based on SPOT/VEGETATION observations (GEOV1) was evaluated in the offline environment with a 10-year simulation (2001–2010). The LAI product was used as climatology as well as in real-time mode. These experiments show the added value of having real-time LAI observations especially for anomalous seasons where surface fluxes are directly affected by the LAI variability (e.g. anomalous years with extreme droughts). The impact on 2-metre temperature and moisture in short-range forecast experiments is neutral to positive with the new climatology and also in the real-time configuration. 

(f) Physics in data assimilation

Developments in tangent-linear and adjoint physics. The current set of ECMWF physical parametrizations used in the linearized model (Janisková & Lopez, 2013) provides a complex description of atmospheric processes, but does not update surface variables. A simplified parametrization scheme for surface processes has therefore been developed. The scheme is limited to processes important within the atmospheric time-window and therefore only the fast (near-surface) energy reservoirs are considered. The surface tendencies and updated values are computed for the top-layer soil, snow and sea-ice temperatures. Testing of the simplified surface scheme revealed a satisfactory approximation to its full nonlinear counterpart. The tangent-linear and adjoint versions of the new simplified scheme have been developed and tested. The TL approximation due to both changes in the parametrization of surface processes is particularly improved up to 850 hPa, which promises to be beneficial for the assimilation of observations at these levels. While using perturbations of exchange coefficients has a larger impact on wind, including the simplified surface scheme in the linearized model leads to a more significant improvement in temperature, especially below 950 hPa.

Assimilation of ground-based precipitation – wind-induced bias. A correction procedure for wind-induced bias had to be designed in order to correct for the undercatch usually found in rain gauge measurements. This bias correction is a function of rainfall intensity, wind strength and rain gauge top height above the ground (country-dependent), with an additional crude classification into two main rain gauge types. So far, snowfall measurements have been discarded since these can be affected by a much larger undercatch than rainfall observations, especially in strong wind situations.

Assimilation of ground-based precipitation – extratropical observations. The first global Cy37r2 experiments of direct 4D-Var assimilation with extratropical SYNOP rain gauge 6-hour accumulations were run in two configurations: (a) a low-resolution configuration supposed to mimic a future reanalysis of the early 20th century with only SYNOP surface pressure observations assimilated in the control experiment, and (b) a high-resolution operations-like configuration in which all operationally-available observations were assimilated. The impact of adding the SYNOP rain gauge data turned out to be either neutral or slightly positive in the latter experiments. In addition, the former (data-sparse) experiments exhibited a very significant improvement not only for short-range precipitation forecasts, but also in the longer-range prediction of atmospheric variables, especially over Europe. The results support the idea that the assimilation of rain gauge observations could be beneficial in future reanalyses of past periods with limited coverage provided by other observation types. 

Assimilation of ground-based precipitation – multiple rain accumulation lengths. The possibility of assimilating multiple rain accumulation lengths (typically 6, 12 and 24 hours) at any time in the 4D-Var window was recently implemented to account for the fact that the frequency and reporting time of rain gauge measurements are not standardized, even for SYNOP stations. Preliminary 4D-Var experiments with 24-hour rain gauge accumulations have been run to identify possible issues with the corresponding necessary lengthening of the assimilation window. First results indicate that the assimilation of 24-hour rain accumulations does not create any obvious problem, even though the positive impact of rain gauges on analyses and forecasts appears to be reduced compared to the case of 6-hour rain gauge assimilation.

EarthCARE assimilation. For radar, the forward operator developed during the QuARL project (ZmVar - Di Michele et al., 2012) has been refined by having a better representation of particle shapes and size. Ice particles are no longer treated as spherical, but are modelled as 6-bullet rosettes (Liu, 2008) while particles of frozen precipitation (snow) are assumed to be aggregates of columns (Hong, 2007). The particle size distribution (PSD) of rain based on the Marshall-Palmer distribution has been replaced by the ‘normalized’ expression proposed by Illingworth et al. (2002), which is more realistic over a wider range of precipitation rates. For snow, the PSD parametrization developed by Field et al. (2007) is used. This includes an increase in the relative number of larger particles at warmer temperatures, representing the effect of particle aggregation on the shape of the distribution. For lidar, the forward operator is an extension of ZmVar and evaluates the lidar backscatter in clouds. A lookup table has been defined, containing the radiative properties of ice and liquid particles for the wavelengths of the CALIPSO lidar as a function of water content. For this, the same particle shapes and size distributions as specified for the radar, have been employed. 

EarthCARE Assimilation ( other activities. Effort has been devoted to modelling multiple scattering which affects the signal return of Ku band radar as well as lidar in clouds. The ‘fast’ models for multiple scattering developed by Hogan (2008) and Hogan & Battaglia (2008) have been included in ZmVar and a number of tests have been performed to evaluate their impact on the simulated radar reflectivity and lidar backscatter signals. Also, in preparation for the assimilation of future EarthCARE lidar and radar observations at ECMWF, special emphasis has been put on the estimation of the representativity error that arises from the narrow field of view of the space-borne lidar and radar instruments. Using a method developed in the previous QuARL project (Stiller, 2010), such errors have been estimated for the CALIPSO lidar and for the CloudSat radar. A quality control strategy that is based on first-guess departures has also been developed for CloudSat radar observations. 

(g) Diagnostics

Analysis of occasional poor medium-range forecasts for Europe. It has been shown that the frequency of forecast “busts” has decreased by more than a factor 10 over the last 20 year. Understanding these extreme cases will also help improve the many weaker events that do not qualify as a “bust”. Analysis of nearly 600 events has shown that a trough over the Rocky Mountains, with convective instability and associated storms over eastern North America, represents the dominant situation leading to forecast busts in spring. There is a clear link to difficulties in predicting the onset of blocking over Europe 6 days later. Forecast errors are predominantly random, rather than systematic  indicating a regime of low inherent predictability. Ensemble spread predicts some, but not all, of this increased uncertainty. 

Development of the Diagnostics Explorer. The model climate diagnostics for each new cycle have been updated and applied to a newly-configured set of model simulations. The old configuration, which had been run since IFS Cy30r1, involved one ensemble member forced with observed SSTs for each year 1962 to 2005, and with resolution T159L91. The model climate was evaluated against ERA-40 up to year 2000 and the operational analysis thereafter. In the new configuration, the model climate is assessed in coupled and uncoupled mode, with three ensemble members run at T255 for the period 1981 to 2010, and with two start dates per year and length 7 months. Evaluation is performed against ERA-Interim. The new climate diagnostics package includes most of the old diagnostics and has been extended to include tropical cyclones, snow and ice, more teleconnection patterns, more diagnostics on pressure levels, more stratospheric diagnostics and more inter-annual variability assessment. 

(h) Numerical aspects
Fast Legendre Transforms in the IFS. The (direct and inverse) Fast Legendre Transform (FLT) has been successfully implemented into IFS Cy38r1 and is now the default option for horizontal resolutions greater or equal to T2047. The FLTs are based on the seminal work of Tygert (2008, 2010) and in particular the rapid evaluation of special functions described in and O’Neil et al. (2010) and the efficient interpolative decomposition (ID) matrix compression technique described in Cheng et al. (2005). As a result the computational cost of the spherical harmonics transforms are found to grow according to N2 log3N (where N is the spectral truncation of the model).  The result suggests that the concern about the disproportionally growing computational cost of the Legendre transforms with increasing resolution has been mitigated and even the T7999 (~2.5 km grid-length) model can be stably integrated with the hydrostatic and the non-hydrostatic IFS. Work continues on the parallelization aspects of the spectral transforms and the efficiency of the associated message passing communications.

Numerical noise associated with orography. A spatial de-aliasing filter of the pressure gradient term has been introduced in IFS Cy38r1. At every time-step the difference between a filtered and the unfiltered pressure gradient term is subtracted (but only the rotational component is filtered). This requires extra transforms at a cost of a 5% increase at T1279 resolution. The filter effectively controls the accumulation of energy/enstrophy at the smallest resolved scales. As a result of this filtering, the adiabatic tendencies entering the physics are notably less noisy (and in return also the physical tendencies), and the kinetic energy spectra are improved at all resolutions. The modification renders obsolete some of the temporary fixes introduced over time. In addition, global mass conservation is improved by up to 50% with the de-aliasing filter.

Topographic input data for the IFS. The new SCIN interpolation software has been tested. Given that the differences between GLCC2.0 and the currently used GLCCC1.2 are large in some areas of the globe, affecting substantially the hydrological cycle and surface-atmosphere exchange, it is envisaged to have a staged approach to the introduction of the new climate files: with orography (mean and subgrid-scale), land-sea mask, lakes mask, glaciers and surface albedo first, and a second stage with revised vegetation, soil, LAI and climatological SST/sea-ice. 

A stable scheme for extreme forecast index calculation. Computing the Extreme Forecast Index (EFI) involves the numerical calculation of an integral of a function which becomes singular at the two end-points 0 and 1 of the integration interval. This poses a stability problem for any numerical technique used to integrate this function directly. In addition, EFI should always be in the range [-1,1] and therefore a numerical integration scheme that produces overshoots/undershoots is undesirable. To deal effectively with these two problems, a new technique, semi-analytical in nature, has been developed which is stable and bounded: a continuous reconstruction of the model data dependent function is performed first and then the resulting function is integrated analytically. The obtained integral is a smooth function and the numerical problems associated with the singularity of the integrand at 0 and 1 are eliminated. Furthermore, by construction, the scheme produces only values within the interval [-1,1] and undesirable overshoots/undershoots are avoided without using artificial scaling. The achieved accuracy is also higher compared to the operationally used scheme.

4.2.3
Operationally available Numerical Weather Prediction Products

All numerical products generated by the operational forecast suites are archived in the Meteorological Archive and Retrieval System (MARS). ECMWF forecast products are disseminated to Member States and Co-operating States using a scheduled dissemination system. A flexible interface provides appointed contacts in Member States with a wide range of numerical products to be disseminated in GRIB or BUFR. 

Numerical products are also disseminated via the Global Telecommunications System (50 to 64,000 bits per second) operated under WMO/WWW. The horizontal resolution is 2.5ºx2.5º (dissemination in GRIB). These products are also available to WMO members at 0.5ºx0.5º from the ECMWF ftp server, and are also made available to WMO NMHSs in graphical format via the ECMWF web site. Additionally, dissemination through EUMETSAT MDD is arranged via METEOSAT to Africa. Special dissemination agreements have also been agreed with NCEP, JRC, EUMETSAT and ESA.

A catalogue of ECMWF products available via the GTS is available from the following web page:

http://www.ecmwf.int/products/additional/

A selection of products is available to WMO Members in graphical format via the ECMWF website at:

http://www.ecmwf.int/products/forecasts/d/charts
Details of how to access these products are given at:

http://www.ecmwf.int/about/wmo_nmhs_access/index.html
4.2.4
Operational techniques for application of NWP products (MOS, PPM, KF, Expert Systems, etc.)

4.2.4.1
In operation

No activity in this area.

4.2.4.2
Research performed in this field

No activity in this area.

4.2.5
Ensemble Prediction System (EPS)

4.2.5.1
In operation

The ECMWF medium-range ensemble forecast (ENS) uses the same forecast model as used for the high-resolution forecast (see section 4.2.2.1), but at lower resolution: 32 km (T639) up to day 10, then 64 km (T319) from day 10 to day 15; 62 levels throughout. Initial SST anomalies are persisted for the first 10 days of the forecast. From day 10 onwards the atmospheric model is coupled to a 42 level ocean model that is also used for seasonal forecasts (section 4.7.1); the ocean model has a zonal resolution of 1° and a meridional resolution varying from 0.3° at the equator to 1° at mid-latitudes. 

The ensemble comprises one control forecast (run from the operational analysis) and 50 members staring from perturbed initial conditions. Initial perturbations come from a combination of low-resolution (T42L62) singular vectors (SV) and perturbations from an ensemble of data assimilations (EDA). 50 SV are used in the extra-tropics, plus up to 30 SV (5 per tropical cyclone) selected in the vicinity of tropical cyclones. The EDA consists of an ensemble of eleven independent lower-resolution (T399L91, corresponding to 50km) 4D-Var assimilations that differ from the operational analysis by perturbing observations and sea surface temperature fields and by using the SPPT scheme (see below) in the non-linear integrations.

The ENS also includes stochastic schemes to simulate the effect of model error: random perturbations of the physical tendencies (SPPT scheme) and stochastic kinetic energy backscatter perturbations are applied to the perturbed forecasts. The ENS runs twice per day (from 00 and 12 UTC).
4.2.5.2 Ensemble prediction and monthly and seasonal forecasts

(a) Probabilistic forecasting

Revised initial perturbations in IFS Cy38r1. Experiments using IFS Cy37r2 and Cy37r3 compared the probabilistic skill of ensembles using the two kinds of EDA initial perturbations. An ensemble with EDA perturbations based on the EDA mean has a lower spread than an ensemble using EDA perturbations based on the EDA control. Although the reduction in spread is small, it is undesirable in the extratropics as it results in a moderate under-dispersion of the ensemble. In order to address this under-dispersion, the amplitude of the singular vector initial perturbations has been increased by 30%. The impact on probabilistic skill of the revised configuration of the initial perturbations is neutral while the over-dispersion of the ensemble forecasts in the tropics at early lead times is reduced. The revised initial perturbations have been implemented in IFS Cy38r1.

Impact of re-centring. To initialise the members for the operational ensemble forecast, perturbations are added to the high-resolution analysis. The perturbations are generated from the Ensemble of Data Assimilations (EDA) with the further addition of singular vector perturbations. Thereby, the EDA is re-centred on a single analysis. To investigate the impact of this re-centring process three ensemble configurations have been compared. In experiment CTRL (control), the EDA perturbations are re-centred on the unperturbed control member of the EDA. In experiment NOREC the ensemble members are started directly from the EDA members and in experiment HRES the high-resolution analysis is used as the centre analysis. To generate the perturbations an EDA with 50 ensemble members is used. In general the HRES experiment shows the best performance. However, starting directly from the EDA is superior to an ensemble centred on the EDA control analysis. The impact is largest in the early forecast range, up to 3 days, and in the tropics. The results indicate that if a high resolution real-time EDA was available it would be desirable to start the ensemble forecast directly from the EDA members and omit the re-centring step. 

Extratropical singular vectors and the vertical mixing scheme in the TL model. The extratropical singular vectors are calculated with a simplified vertical mixing scheme in the tangent linear and adjoint model. In some cases, this configuration grossly overestimates the potential for growth associated with upper tropospheric features. A test experiment with 137 levels indicates that this is more likely to happen when the vertical resolution of the ensemble forecast is increased. Activating the vertical mixing scheme from the linearized physics package (Janiskova & Lopez, 2012) instead of the simplified vertical mixing for the SV-computations removes the spurious structures from the leading 50 SVs and thus improves the tangent-linear approximation. In addition, this configuration is more consistent with the setup used for the SVs targeted on tropical cyclones and in the 4D-Var inner loop. 

Comparison of the skill of the high-resolution forecast and the skill of the ensemble members. The skill of the unperturbed forecasts (ensemble control and high-resolution forecast) has been compared with the skill of the perturbed members of the ensemble forecast. The fraction of perturbed forecasts that are more skilful than the control forecast or the high-res. forecast has been computed for a number of fields and verification regions for the last winter season (DJF2011/12), with skill measured by the anomaly correlation coefficient and the RMS error. Overall, the percentage of perturbed members that are better than the control or high-resolution forecast is higher for smaller verification regions. For 500 hPa geopotential, the fraction of perturbed forecasts better than the high-resolution forecast reaches about 0.5 at a lead time of 15, 13 and 10 days for the northern extratropics, Europe and England, respectively. The results for ACC and RMSE are fairly similar. In summary, among all single forecasts produced by ECMWF, the high-resolution forecast is likely to be the most accurate forecast until about day 10. 

Multivariate verification of ensemble forecasts. Work is in progress to develop a framework to assess multivariate probabilistic predictions. It allows the assessment of the skill of the joint probability distribution of vector predictands with moderately low dimension, say up to about 20. The verification vectors can be defined by considering several points separated in space and time as well as by combining different variables. The ability of the energy score to measure skill in the joint distribution of the components of the verification vector is demonstrated by showing scores for the ensemble forecast and a shuffled version of the ensemble forecast. In the shuffled version, the members have been permuted independently for the different components of the verification vector. The shuffling destroys all multivariate information but leaves the ensemble forecast for the individual components of the verification vector unchanged. 

(b)  Monthly forecast range

Coupling the IFS to a high-resolution ocean GCM. Currently the first 10 days of the ensemble forecast (legA) are uncoupled, and the atmospheric model is forced by persisted SST anomalies. Our goal is to couple the IFS to a high-resolution ( ¼-degree) ocean GCM in the first 10 days. In the meantime, strategies to allow full coupling to a low-resolution ocean model from day 0 without degrading medium-range forecast skill are being explored. Experiments have been performed where legA of the ensemble forecast is coupled to the current 1º resolution ocean model (same resolution as in legB), but the atmosphere sees the SST tendencies produced by the ocean model added to the initial high-resolution SST field (instead of the low-resolution SST field produced by the ocean model). This ensures that high-resolution SST patterns that can have an impact in medium-range forecasts (e.g. close to coastlines) are still present in the SST field. Results indicate a positive impact on the medium-range skill scores in the tropics and a neutral impact in the northern extratropics. 

Vertical resolution increase. In preparation for the vertical resolution increase for the ensemble forecasts, experiments have been performed to assess the impact of increasing the vertical resolution on sub-seasonal forecasts. Results based on IFS Cy37r2 suggest a slight improvement of some extratropical scores with a 92 vertical level configuration, but so far they do not show a significant improvement when increasing the vertical resolution in the stratosphere (to 137 vertical levels). However, this issue will be re-assessed when the operational 137-level configuration will be finalised in the next IFS cycle. 

Sensitivity to an increase of the atmospheric horizontal resolution. A collaboration with COLA within the MINERVA project will make it possible to assess the sensitivity of extended-range forecasts to an increase of the atmospheric horizontal resolution (21M core-hours on the forthcoming NCAR Yellowstone machine have been awarded to this project under the NCAR Accelerated Scientific Discovery initiative). 3- to 7-month ensemble forecasts will be run from initial conditions spanning up to 30 years with the IFS at T319, T639 and T1279. This will allow an estimation of the impact of an increase of the atmospheric horizontal resolution on the ECMWF monthly forecasts.

(c) Seasonal forecasting

Implementation and performance of System 4. The new seasonal forecast System 4 was implemented operationally in November 2011. System 4 has been performing as expected, with an overall larger, more reliable spread in its ENSO predictions than its predecessor (System 3) (see Molteni et al., 2011). System 4 provided a good prediction of the seasonal-mean anomalies during winter 2011(12, which was largely consistent with forecasts from other EUROSIP partners. Diagnostics performed in the last year have confirmed an improved performance of System 4 with respect to System 3 in a broad range of indices, from seasonal mean values of the Indian Ocean Dipole SST to Euro-Atlantic regime frequencies. In addition, the better performance in ENSO forecasts after the completion of the TAO array, already noted by Stockdale et al. (2011) in the System 3 re-forecasts, looks even more evident in the System 4 30-year record.

Extension of EUROSIP to include NCEP CFSv2 seasonal forecasts. Since its inception, the EUROSIP multi-model seasonal forecast system has included three models, from ECMWF, UK Met Office and Météo-France. In January 2012 NCEP has become a EUROSIP associate partner. ECMWF delivers data from the European models to NCEP, and has been acquiring real-time forecast data from NCEP for some time. To facilitate the (increasingly frequent) changes in the multi-model system and to allow greater operational flexibility, the control structure of the multi-model and individual model processing systems has been re-designed. The control and archiving processes have been upgraded to allow data from lagged-average model systems to be archived according to the actual start dates, with the mapping to a nominal “1st of the month” start date being made in a configurable way at product generation time. This has been applied to NCEP data in the first instance, but could be applied to other systems using large lags (eg the Met Office) if desired.

(d) Applications of probabilistic predictions to hydrology and health

Extreme Forecast Index for seasonal predictions (GLOWASIS Project). The Extreme Forecast Index (EFI) applied to the ECMWF seasonal forecasts (System 4) of 2-meters temperature and total precipitation has been developed. The EFI behaviour on the seasonal time scales was evaluated using idealized synthetic data and System 4. Results point to the importance of having a large ensemble size to reduce the EFI calculation uncertainty. The work also concludes that a seasonal EFI can be used as an additional source of information (Dutra et al., 2012a).

Droughts (DEWFORA Project). Droughts can have a severe impact in vast parts of Africa which often have a very low resilience and limited capabilities to mitigate their effects. The capabilities of a drought integrated monitoring and forecasting system based on the Standard Precipitation Index (SPI) have been investigated. The system is firstly constructed by temporally extending near-real time precipitation observations with forecasted fields as provided by the ECMWF seasonal forecasting system and then is evaluated over four African basins: the Upper Niger (NG), Blue Nile (BN), Upper Zambezi (ZB) and Limpopo (LP) . There are significant differences in the quality of the precipitation between the datasets depending on the catchments, and a general statement regarding the best product is difficult. This skill and reliability depends strongly on the SPI time-scale, and more skill is observed at larger time-scales. In general, the ECMWF seasonal forecasts have predictive skill which is higher than using climatology for most regions. 

Malaria (QWeCI project).The QWeCI [Quantifying Weather and Climate Impacts on Health in Developing Countries] project aims to develop a prediction system tailored for disease prevention, through the identification of relationships between atmospheric variables and the occurrence of vector borne diseases (malaria and Rift Valley Fever). A seamless forecasting system has been developed at ECMWF for the QWeCI project and implemented in a prototype suite which runs in cascade to the monthly forecasting system. The seamless forecast is created by appending the first 25 days of the monthly system with month 2 to 4 of the seasonal forecasting system (System 4). The first malaria model “VECTRI” developed at ICTP has been interfaced with IFS and the first experimental malaria forecasts for years 2000(2010 are being assessed by comparison with the malaria data provided by the African partners of the QWeCI projects. 

Floods (EFAS and KultuRisk Projects). Synergies between the work done within the EFAS and other European contracts have led to the development of further applications in flood monitoring and prediction of ECMWF data. Global flood hazard maps can be used to assess flood risk in a number of applications, including (re)insurance and large scale flood preparedness. The ECMWF land surface model has been coupled to ERA-Interim reanalysis meteorological forcing data, and resultant runoff is passed to a river routing algorithm which simulates floodplains and flood flow across the global land area (Pappenberger et al., 2012). Global and regional maps of flood return periods ranging from 2 to 500 years are generated, with results comparing reasonably well to a benchmark data set of global flood hazard. 

4.2.5.3
Operationally available EPS Products

Products are disseminated using the same dissemination as for the high-resolution model (see section 4.2.3). A selection is available to WMO Members in graphical format via the ECMWF website at:


http://www.ecmwf.int/products/forecasts/d/charts
Details of how to access these products are given at:


http://www.ecmwf.int/about/wmo_nmhs_access/index.html
4.3
SHORT-RANGE FORECASTING SYSTEM (0-72 HRS)
No short-range system is run at ECMWF.

4.3.1
Data assimilation, objective analysis and initialization

Nothing to report.
4.3.2
Model

Nothing to report.
4.3.3
Operationally available NWP products

Nothing to report.
4.3.4
Operational techniques for application of NWP products

Nothing to report.
4.3.5
Ensemble Prediction System 

Nothing to report.
4.4
NOWCASTING AND VERY SHORT-RANGE FORECASTING SYSTEMS (0-6 HRS)
4.4.1
Nowcasting system

No such system is run at ECMWF.
4.4.2
Models for Very Short-range Forecasting Systems

No such system is run at ECMWF.
4.5
SPECIALIZED NUMERICAL PREDICTIONS 
4.5.1
Assimilation of specific data, analysis and initialization (where applicable)

4.5.1.1 
In operation

Altimeter wave heights (from ENVISAT and Jason) and ASAR spectra (from ENVISAT) are assimilated in the ocean wave model (See section 4.5.2.1) 

Tropical cyclone observations reported on the GTS using BUFR format are used as seeds for the tracking and of tropical cyclones in the medium-range deterministic and ensemble forecast systems. 

4.5.1.2 
Ocean wave modelling research
See section 4.5.2.2.
4.5.1.3
Reanalysis project

(a) ERA-CLIM, ERA-20CM, ERA-20C and ERA-Interim

ERA-CLIM. ERA-CLIM is an EU-funded project coordinated by ECMWF. A large part of the work is concerned with collection and preparation of input data involving recovery and digitisation of early 20th-century weather observations. ERA-CLIM also includes activities in reprocessing and recalibration of satellite data, as well as preparation of model boundary conditions suitable for a climate reanalysis. The principal role of ECMWF in the project is to integrate the observations in new reanalysis products, and to create an Observation Feedback Archive that provides users with access to the input observations together with data quality information generated by reanalysis. 

ERA-20CM. As a first step toward a 20th-century reanalysis, an ensemble of 10 climate simulations for the period 1900(2010 (ERA-20CM) has been completed. The simulations use the IFS with atmospheric forcing data and boundary conditions appropriate for climate, based primarily on CMIP5 specifications. The 10 model integrations make use of 10 different but equally plausible estimates of global SST and sea-ice evolution provided by the Met Office Hadley Centre, accounting for a key component of observational uncertainty in the 20th century climate. 

ERA-20C. ERA-20C, an ensemble of reanalyses using surface observations only, is now in production. The data assimilation system for ERA-20C is based on IFS Cy38r1, but with a 24-hour window for the 4D-Var atmospheric analysis, and further optimised for assimilation of surface observations only. Following the approach taken in ERA-20CM, an ensemble of 10 reanalyses is being produced to represent the impact of uncertainties in SST and sea-ice, compounded with simulated random errors in the forecast model and the assimilated observations. The ensemble approach in ERA-20C will allow users to assess the impact of various sources of uncertainty on estimates of climate parameters.

ERA-Interim. The ERA-Interim reanalysis continues to be extended forward in time, with monthly updates of data products appearing approximately 2 months after real-time. ERA-Interim is based on IFS Cy31r2, which was developed in 2006. Since then, many scientific improvements have been incorporated in the IFS, concerning the physical aspects of the forecast model, the surface analysis scheme, the use of rain-affected radiances, and many other items. 

(b) Other developments

Web-based Observation Feedback Archive (OFA). A first version of the OFA containing the ISPD and ICOADS data sets has been completed and is now accessible via the internet. The OFA is a major ERA-CLIM deliverable designed to provide direct access to all input observations used in reanalysis, together with quality feedback information generated by the data assimilation process. 

Data assimilation research and development. Historically, reanalysis has provided an excellent test bed for data assimilation research and development. It offers a long-term perspective on the performance of the IFS that is not usually available in day-to-day forecasting. For reanalysis, more so than forecasting, the treatment of biases in models and observations is a major focus, as is the ability to produce accurate analyses in sparsely observed situations.

ESA Climate Change Initiative. The goal of ESA’s Climate Change Initiative (CCI) is to generate long-term satellite-based products suitable for climate applications. ECMWF participates in the CCI sub-project CMUG (Climate Modelling Users Group) together with the Met Office, Météo-France and the Max Planck Institute for Meteorology. CMUG is charged with assuring quality and usability of the Essential Climate Variable (ECV) products, by providing a cross-cutting user perspective and giving feedback on developments in each of the CCI-funded sub-projects. The primary role of ECMWF is to make reanalysis data available to the ECV teams, as needed for their product generation and evaluation, and to provide technical support. The reanalysis-based Climate Monitoring Facility will be used to help assess ECV product quality. 

4.5.2
Specific Models 

4.5.2.1
In operation 

An ocean wave model is integrated (two-way coupling) in all operational configurations of the IFS. The model is based on the WAM cycle 4 model, with various enhancements as documented in ECMWF Tech. Memo. No. 478 and No. 509 (available from http://www.ecmwf.int/publications). The wave model resolution is 28 km for the deterministic forecast; 55 km for the EPS. In addition, a limited area European shelf version is run at 10 km resolution to 5 days.
4.5.2.2 Research associated with modelling of ocean waves and ocean circulation
(a) Ocean waves

Verification of analysis and forecast. Forecast validation against buoy data and against the verifying analyses shows that the quality of the wave forecast continues to be very high. The recent introduction of the revised formulation of the source functions has led to a reduction of forecast error against in-situ observations, in particular for the peak period. Model winds have improved as well but to a lesser extent, hence the improvements are mainly caused by wave model changes. In the context of the PETROMAX project the wave ensemble forecast and its associated climate were used to produce a more robust estimate of extreme values in wave height (e.g. it is now possible to obtain more reliable estimates of the 100 year return value of wave height). 

Modelling developments. A mixed-layer scheme has been developed that includes the Stokes-Coriolis force in the momentum balance, while the upper-ocean mixing is to large extent determined by the generation of turbulence by wave breaking and by Langmuir circulation. The mixed layer model was run over a one-year period in the Arabian Sea. The model was driven by observed fluxes while wave information was obtained from ERA interim archived spectra. The Arabian Sea Experiment is unique because a wealth of observations on high-resolution temperature profiles is available over an extensive period. The temperature profiles from the mixed layer model were validated against these observations, and a good agreement was found. Switching off the effects of wave breaking and Stokes-Coriolis force resulted in an increase in errors suggesting that it makes sense to introduce these sea state effects in the upper-ocean mixing. The theory of wind-wave generation for shallow water waves was revisited and, as a consequence, an improved representation of the wind input source function was developed. 

(b) Ocean circulation

Ocean reanalysis. Attention has been paid in understanding results from the ocean reanalysis (comparison with independent data such as ocean currents and RAPID transports, GRACE derived bottom pressure, as well as fit to observations). According to the ocean reanalysis of the past 10 years there is, compared to the top of the ocean, a warming up of the bottom part of the ocean. A budget analysis has been conducted to quantify the contribution of the different heat source terms to the ocean heat uptake. 

Coupling the ocean and the atmospheric models for the prediction of the MJO. A study has been carried out to assess whether there are any benefits of coupling the ocean and the atmospheric models for the prediction of the MJO. Coupled experiments where performed for prediction of winter MJO events over the period of 1985(2007 and results were compared with atmosphere-only experiments, where the atmosphere is forced by observed SST from ERA-Interim. The skill scores are the correlations of the first two principal components of the combined EOF of u200, u850 and OLR averaged between 10(S and 10(N. The PC2 is associated with a convective centre located over the Indian or Pacific Ocean where ocean-atmosphere interaction may be intense. The PC2 correlation is therefore more intense to coupling than PC1. The PC2 score shows considerable improvements in the day 13 to day 29 range when coupling is switched on. 

Variability and predictability of the Atlantic MOC. As part of VALOR, work has continued on the understanding of the variability and predictability of the Atlantic MOC. Sensitivity experiments indicate that the low frequency variability of the MOC is largely due to the buoyancy forcing related to sea-ice process. A smaller fraction of the variability, at interannual time scales, is forced by wind stress. There is some suggestion of negative feedback between the buoyancy and wind forcing. 

ENSO variability and ENSO teleconnections. The work carried out as part of the COMBINE project on comparison of initialization and forecast strategies has shown that the coupled mean state clearly influences the ENSO variability and ENSO teleconnections, demonstrating that the strategy currently used of a-posteriori bias removal is suboptimal. In addition, different initialization and forecast strategies have been tested. In the presence of model error both the anomaly initialization and the current approach (full initialization plus a-posteriori bias removal) have problems. For seasonal forecasting the anomaly initialization is worse than the current approach, while for decadal forecasts there is not much difference amongst the strategies.
4.5.2.3
Research associated with MACC
(a)
Atmospheric composition modelling

Greenhouse gases. The CO2 MACC reanalysis was shown to have large biases due to a combination of biases in both observations and model surface fluxes. This motivated the production of a model simulation using optimized fluxes provided by MACC-II partner LSCE (Chevallier et al., 2011) for the whole period of the MACC reanalysis (2003(2010). The comparison of this simulation with independent total column observations shows good agreement. A new development is also the definition and testing of a near real time (NRT) CO2 service. Currently, there is no such CO2 product available in near real time from anywhere else. The MACC-II NRT CO2 forecast is based on online CTESSEL fluxes. In order to avoid run-away biases in the global CO2 trend, the net ecosystem exchange (NEE) CO2 fluxes are re-scaled to constrain the atmospheric CO2 global growth to a climatological value. Also, the delayed-mode system based on optimized fluxes from LSCE and/or rescaled fluxes with observed CO2 growth will be used to correct the NRT system in case there is a clear drift due to using the wrong climatological growth rate.

Reactive gases. The implementation of the TM5 chemistry (troposphere) into the IFS has been consolidated and further tested and the MOCAGE chemistry (troposphere and stratosphere) package has also been implemented. These chemical modules are now part of the latest IFS cycle release. With the chemistry modules in place, work has also focused on the further improvement of mass fixers for the IFS semi-Lagrangian advection scheme and the preparation of emission and dry deposition input data for C-IFS. Work has also continued to add the capability of volcanic SO2 plume simulations to the MACC-II services. This is in parallel to similar development for the aerosols. The system can now take estimates for the injection height and the source strength to provide forecasts of the plume development. Where possible, these emission estimates will be based on observations from GOME-2 and OMI. The system has successfully been tested for the 2011 Grímsvötn and 2010 Eyjafjallajökull eruptions.

Aerosols. The aerosol model has been further fine-tuned to better represent the various physical processes, such as the uplifting of desert dust and the dry and wet deposition of the various aerosol species. These adjustments were made based on comparisons with independent observations (e.g. AERONET) and other forecast models. This resulted in a more realistic aerosol forecast, especially for desert dust. The changes have been implemented in the new NRT assimilation/forecasting system. Another development is the new capability to simulate volcanic ash plumes. For the aerosols, one can now specify the location, emission height, and source strength for any volcanic eruption to create an approximate forecast of the plume development. A specific volcanic aerosol tracer has been defined as well, but is currently not yet implemented in the full aerosol system.

(b) Chemical data assimilation

Greenhouse gases. The MACC-II 6-months delayed mode greenhouse gas system has been assimilating SCIAMACHY data to produce methane analyses. With the loss of ENVISAT (that carried SCIAMACHY) in April 2012, a faster shift towards the assimilation of TANSO data (on board of GOSAT) was necessary. The quality of the TANSO retrievals seems better than for SCIAMACHY and the TANSO data set from the Japanese NIES institute, but there will be a loss of information compared to SCIAMACHY due to the fact that there are very few TANSO measurements over oceans. Also to monitor the delayed mode analysis of CO2 and CH4, work on the use of independent ground-based data, such as from the Total Carbon Column Observing Network (TCCON) or the Integrated Carbon Observation System (ICOS), has progressed well. This data will also be considered for assimilation purposes, based on the developments on the integration of CTESSEL in the MACC-II system. 

Reactive gases. The data assimilation work for the reactive gases mainly developed along two fronts. The first one is the use of C-IFS in data assimilation mode. C-IFS is now advanced enough to perform tests with the assimilation of CO, O3, and NO2. Especially the assimilation of NO2 is interesting, because C-IFS in principle does not need the unsatisfying conversion from NOx to NO2 in the observation operator. Satellite observations can now directly be used to constrain NO2, with the full chemistry taking care of the conversion between NO2 and NO. The second front is the assimilation of various new observations. The assimilation of SO2 from OMI has been introduced to provide early detection of volcanic eruptions. NO2 assimilation from GOME-2 is being tested in collaboration with DLR, which provides the retrievals. MIPAS O3 retrievals were introduced in the NRT MACC-II system, but unfortunately ceased to exist with the loss of ENVISAT. The assimilation of radiances from AIRS and IASI in the ozone band has been tested. So far, results have been mixed with a slight degrading in the troposphere and neutral results in the stratosphere. And finally, total ozone retrievals from GOME-2 have been introduced in the MACC-II NRT analysis/forecast system.

Aerosols. The development of the lidar backscatter assimilation for aerosols in preparation for NRT CALIPSO data has reached a mature stage. The dual control variable for aerosol (distinction between coarse and fine mode aerosol) has now been running in a parallel NRT experiment for over a year, proving its robustness. A decision will be made soon regarding its implementation in the MACC-II operational suite. An excellent performance of the NRT aerosol system has been reported around “critical” events such as the active Saharan sand and dust storm season in spring 2012 and the Colorado fires in June/July. 

Fire emissions. ECMWF has been producing biomass burning emission fluxes in real time using the GFASv1.0 since spring 2011, and additionally using GFASv1.1 since winter 2011/12. The latter version has a horizontal resolution of 0.1˚ instead of 0.5˚, and uses NASA's geo-location product for MODIS (MOD03) instead of an approximated formula for observed non-fire pixels. The global NRT and delayed-mode monitoring and forecasting suites of MACC-II are now using GFASv1.0 instead of GFASv0. Several models of the regional air quality forecasting suite of MACC-II are testing GFASv1.1. MACC-II is also generating FRP products from the GOES-E and GOES-W satellites in real time. Work is in progress to introduce a one-dimensional plume rise model to estimate the smoke injection height profile from weather forecasts and fire observations. 

(c) Monitoring and evaluation of atmospheric composition products

Headline Skill Scores. New Headline Skill Scores (HSS) have been developed specifically to reflect overall performance of the global atmospheric composition system operated at ECMWF by only a few synthetic indicators. The ‘chemical’ HSS comprise four indicators to sample the main aspects of the system:

· Vertical ozone profile (as a proxy for stratospheric composition)

· Surface carbon monoxide (as a representative of tropospheric chemistry and of boundary conditions used for air quality application)

· Aerosol optical depth (AOD)

· Surface in-situ CO2 and CH4
Monitoring statistics. As part of MACC-II, new software has been developed to monitor the atmospheric composition analyses and forecasts. The daily monitoring of aerosol against observations from the AERONET network now includes more statistics as well as the option to plot Taylor plots showing the performance as a function of location or forecast range. There is now also the capability to monitor against lidar observations, such as from EARLINET and MPLNET. For the reactive gases, the option to monitor the forecasts against near-real-time IAGOS aircraft observations has been implemented. 
4.5.3
Specific products operationally available

4.5.3.1
Ocean wave products

Products from the ocean wave forecasts include significant wave height, peak period, mean periods and mean direction. Probabilities of mean periods and significant wave height are generated for the ensemble wave forecasts.
4.5.3.2
Tropical cyclone forecast products

Tropical cyclone products are generated from the high-resolution and ENS forecasts. Tropical cyclones reported on the GTS are identified and tracked forward in the forecasts using wind, pressure, vorticity and temperature fields. The forecast tracks are disseminated on the GTS and products are available to WMO members via the ECMWF website:

http://www.ecmwf.int/products/forecasts/d/tccurrent

Details of how to access these products are given at:


http://www.ecmwf.int/about/wmo_nmhs_access/index.html
4.6
EXTENDED RANGE FORECASTS (ERF) (10 DAYS TO 30 DAYS) 
4.6.1
Models 

4.6.1.1
In operation

ECMWF has run a monthly forecast system in operational mode since October 2004. In March 2008, the monthly forecast system was merged with the medium-range ensemble to provide a unified ensemble (ENS). The monthly forecast ensemble is therefore the same as that used for the medium-range forecasts (see section 4.2.2.1). Initial SST anomalies are persisted for the first 10 days of the forecast. From day 10 onwards the atmospheric model is coupled to a 42 level ocean model that is also used for seasonal forecasts (section 4.7.1); the ocean model has a zonal resolution of 1 ° and a meridional resolution varying from 0.3° at the equator to 1° at mid-latitudes.

The ENS is extended to 32 days once a week (from 00 UTC Thursday and Monday). Hindcasts are updated each week for the same week over the last 20 years (5 members only) for calibration purposes. More details on the monthly forecast system can be found on the ECMWF website:


http://www.ecmwf.int/research/monthly_forecasting/Documentation.html
4.6.1.2
Research performed in this field

See 4.2.5.2(b)
4.6.2
Operationally available NWP model and EPS ERF products

Products from the monthly forecast system are generated as anomalies relative to a model climatology. Most products are 7-day means for calendar weeks (Monday-Sunday). Probabilities are produced for 2-metre temperature and precipitation; thresholds are defined as terciles of the climate distribution.
4.7 
LONG RANGE FORECASTS (LRF) (30 DAYS UP TO TWO YEARS) 
4.7.1
In operation
A major upgrade of the seasonal forecast system, System 4, was introduced in November 2011. Compared to the previous seasonal system (System 3), System 4 benefits from the transition to the NEMO ocean model and a three-dimensional variational data assimilation system (NEMOVAR), and uses a more recent version of the ECMWF atmospheric model (IFS cycle 36r4) run at higher horizontal resolution than for System 3. The coupling between the two components is operated by the OASIS3 (Ocean, Atmosphere, Sea-Ice, Soil) interface from the Centre Européen de Recherche et de Formation Avancée en Calcul Scientifique (CERFACS).

Seasonal forecasts are produced monthly at ECMWF. In System 4, the atmospheric model runs at T255 (80 km) with 62 levels (Cy36r4 of the IFS); the ocean model has a zonal resolution of 1° and a meridional resolution varying from 0.3° at the equator to 1° at mid-latitudes. The seasonal forecast is run as a 51 member ensemble. The ensemble is constructed by combining the 5-member ensemble ocean analysis with SST perturbations and the activation of stochastic physics. The forecasts are run once per month for 7 months.

More details can be found at http://www.ecmwf.int/products/forecasts/seasonal/documentation/.
4.7.2
Research performed in this field

See 4.2.5.2(c).

4.7.3
Operationally available EPS LRF products

Products from the seasonal forecast system are generated as anomalies relative to a model climatology and are calculated as 3-monthly mean fields. Probabilities are produced for parameters including sea-level pressure, 2m temperature and precipitation; thresholds are defined as terciles of the climate distribution. In addition a number of indices are available as timeseries, including sea-surface temperature averaged over areas of the tropical Pacific (Nino indices and Southern Oscillation index). The range of “climagram” timeseries products includes area-averages for 2-metre temperature and precipitation for 25 regions, extra-tropical teleconnection indices and rainfall-based monsoon indices.

In November 2006, ECMWF was designated a WMO Global Producing Centre of Long-Range Forecasts. A selection of products is available to WMO NMHSs in graphical format via the ECMWF website at:


http://www.ecmwf.int/products/forecasts/d/charts/seasonal/forecast/
Details of how to access these products are given at:


http://www.ecmwf.int/about/wmo_nmhs_access/index.html
5.
VERIFICATION OF PROGNOSTIC PRODUCTS
5.1
WMO/CBS standard scores
ECMWF now computes standard scores using the revised CBS verification procedures (endorsed by CBS-EXT.(10), November 2010). The production of scores computed using the previous guidelines has been discontinued. The changes in the new verification procedure are:

· Verification on a 1.5° grid instead of the current 2.5°.

· Truncation of the spectral fields to the appropriate spectral resolution (T120); previously there was no truncation of the ECMWF fields.

· Use of up-to-date climatology, i.e. ERA Interim for a fixed 20 year period (1989-2008), for anomaly correlation coefficient (ACC).

For the verification of 500 hPa height, the only substantial impact is the change of climatology. Until 2012 ECMWF had used an old climatology prepared in the 1970s. The change to the up-to-date ERA-Interim climatology gives overall lower ACC. Since the reduction is consistent over recent years it does not have a significant impact on the perceived long-term rate of progress of the deterministic forecast.

Averages of the monthly WMO/CBS standard scores for 2012 are summarised in Tables 3, 4 and 5. The corresponding scores for 2011 were also re-computed using the new procedures and are shown in the 2011 columns. The scores computed using the previous procedures (the scores published in the 2011 issue of this Report) are also shown for reference, in the parentheses.

Table 3: Annual scores against analyses
	VERIFICATION AGAINST ANALYSIS in 2011 (2010)

	 
	24 hour
	72 hour
	120 hour

	 
	
	2012
	2011
	2012
	2011
	2012
	2011

	Northern Hemisphere
	500-hPa height RMS (m)
	5.9
	6.0 (6.4)
	18.7
	18.5 (19.1)
	40.0
	38.9 (40.2)

	
	Wind RMSVE 250 hPa (m/s)
	3.5
	3.5 (3.8)
	7.6
	7.7 (7.9)
	12.6
	12.7 (12.7)

	Southern Hemisphere
	500-hPa height RMS (m)
	6.9
	7.5 (7.5)
	22.8
	22.7 (23.3)
	48.5
	46.6 (48.1)

	
	Wind RMSVE 250 hPa (m/s)
	3.4
	3.5 (3.9)
	7.8
	7.8 (8.2)
	13.2
	12.8 (13.4)

	Tropics
	Wind RMSVE 850 hPa (m/s)
	2.0
	2.2 (2.4)
	2.8
	3.0 (3.1)
	3.4
	3.6 (3.7)

	
	Wind RMSVE 250 hPa (m/s)
	3.7
	3.9 (4.1)
	5.9
	5.9 (6.2)
	7.4
	7.3 (7.6)


Table 4: Annual scores against radiosondes measurements

	VERIFICATION AGAINST RADIOSONDES in 2012 (2011)

	 
	24 hour
	72 hour
	120 hour

	 
	 
	2012
	2011
	2012
	2011
	2012
	2011

	Asia
	500-hPa height RMS (m)
	12.5
	11.8 (12.3)
	19.6
	18.7 (18.8)
	33.4
	32.1 (31.5)

	
	Wind 850 hPa (m/s)
	3.5
	3.3 (3.8)
	4.7
	4.4 (4.6)
	6.3
	6.1 (5.9)

	
	Wind 250 hPa (m/s)
	5.4
	4.9 (5.3)
	8.4
	7.8 (7.9)
	11.9
	11.4 (11.2)

	Australia New Zealand
	500-hPa height RMS (m)
	11.1
	10.4 (10.6)
	18.1
	16.8 (16.3)
	32.8
	31.4 (29.5)

	
	Wind 850 hPa (m/s)
	3.6
	3.7 (3.7)
	4.7
	4.7 (4.5)
	6.2
	6.1 (5.8)

	
	Wind 250 hPa (m/s)
	5.2
	5.4 (5.3)
	7.6
	8.1 (7.7)
	11.2
	11.2 (10.9)

	Europe
	500-hPa height RMS (m)
	10.4
	10.7 (10.3)
	20.2
	19.0 (18.6)
	44.5
	42.6 (38.9)

	
	Wind 850 hPa (m/s)
	3.5
	3.4 (3.8)
	4.8
	4.6 (4.6)
	6.9
	6.6 (6.3)

	
	Wind 250 hPa (m/s)
	4.9
	5.0 (5.0)
	8.5
	8.8 (8.1)
	14.6
	14.7 (13.5)

	North America
	500-hPa height RMS (m)
	9.1
	9.1 (9.7)
	19.7
	20.8 (20.2)
	39.9
	43.6 (39.5)

	
	Wind 850 hPa (m/s)
	3.7
	3.7 (3.9)
	5.1
	5.1 (5.1)
	7.3
	7.4 (6.9)

	
	Wind 250 hPa (m/s)
	5.5
	5.3 (5.6)
	9.3
	9.4 (9.0)
	14.7
	15.3 (13.9)

	Northern Hemisphere
	500-hPa height RMS (m)
	11.6
	11.3 (11.7)
	20.7
	20.5 (20.7)
	40.1
	40.3 (39.6)

	
	Wind 850 hPa (m/s)
	3.6
	3.5 (3.8)
	4.9
	4.7 (4.8)
	6.8
	6.6 (6.5)

	
	Wind 250 hPa (m/s)
	5.1
	4.9 (5.1)
	8.4
	8.3 (8.1)
	13.1
	13.2 (12.6)

	Southern Hemisphere
	500-hPa height RMS (m)
	11.7
	11.3 (11.9)
	20.7
	19.7 (19.9)
	39.0
	37.7 (37.2)

	
	Wind 850 hPa (m/s)
	3.9
	4.0 (4.2)
	5.0
	5.1 (5.0)
	6.8
	6.8 (6.5)

	
	Wind 250 hPa (m/s)
	5.3
	5.7 (5.5)
	8.2
	8.5 (8.1)
	12.4
	12.3 (12.0)

	Tropics
	Wind 850 hPa (m/s)
	3.6
	3.5 (3.6)
	4.0
	4.0 (4.0)
	4.4
	4.5 (4.4)

	
	Wind 250 hPa (m/s)
	5.2
	5.1 (5.0)
	6.5
	6.5 (6.3)
	7.6
	7.6 (7.4)


Table 5: Annual scores against analyses (Ensemble Prediction System)

	EPS VERIFICATION AGAINST ANALYSIS in 2012 (2011)

	 
	 
	72 hour
	120 hour
	192 hour

	 
	
	
	2012
	2011
	2012
	2011
	2012
	2011

	Northern Hemisphere
	500-hPa height 
	Ensemble mean RMSE (m)
	21.7
	22.0 (18.4)
	41.3
	41.1 (35.7)
	75.3
	69.4 (60.6)

	
	
	Spread/EM error (%)
	92.4
	96.3 (83.3)
	95.0
	97.1 (81.8)
	93.7
	98.0 (84.5)

	
	850-hPa temperature
	Ensemble mean RMSE (m)
	1.52
	1.53 (1.41)
	2.33
	2.34 (2.06)
	3.58
	3.44 (2.99)

	
	
	Spread/EM error (%)
	83.2
	86.3 (77.4)
	89.3
	90.9 (81.0)
	92.9
	94.7 (85.7)

	Southern Hemisphere
	500-hPa height 
	Ensemble mean RMSE (m)
	20.3
	19.2 (22.3)
	37.9
	35.6 (42.7)
	60.5
	61.1 (72.2)

	
	
	Spread/EM error (%)
	89.6
	98.1 (81.3)
	92.6
	99.4 (82.2)
	96.9
	99.1 (85.4)

	
	850-hPa temperature
	Ensemble mean RMSE (m)
	1.32
	1.23 (1.47)
	1.87
	1.73 (2.10)
	2.58
	2.54 (2.95)

	
	
	Spread/EM error (%)
	86.5
	92.7 (79.4)
	89.1
	96.4 (82.9)
	92.4
	97.2 (87.0)


5.2
RESEARCH PERFORMED IN THIS FIELD
(a) Verification of precipitation

ECMWF has begun a routine comparison of the precipitation forecast skill of ECMWF and other centres for both the high-resolution forecast and the ensemble forecasts using the TIGGE data archive. Results show a consistent clear lead for ECMWF with respect to the other centres. However, compared to other global models, the ECMWF precipitation forecast shows a relative weakness in the first day of the forecast. It is most visible in the scores for Europe but can also be seen in the extratropics in general. This does not occur in the tropics, where the lead of ECMWF relative to the other models is consistent throughout the six-day forecast range. The relative weakness of extratropical ECMWF SEEPS scores (Rodwell et al., 2010) at day 1 is related to an over-forecasting of light precipitation events when no precipitation was observed (see also Haiden et al. 2012). The frequency distribution of ECMWF forecasts at day 2 is closer to the observed distribution than it is at day 1. Both the convective and the large-scale part of the precipitation forecast contribute to the problem. This behaviour (too often forecasting light precipitation at the short range) is not so apparent for the Met Office or JMA models. A detailed comparison of the performance of the different global forecast models using SEEPS has been published in Haiden et al. 2012.
(b)  Verification of cloudiness

To complement the evaluation of surface weather forecast skill, a new initiative towards operational verification of cloudiness and radiation using satellite data has been started. First results have been obtained for verification against the downward surface solar radiation product (daily totals) from the Climate Monitoring Satellite Application Facility (CM-SAF) based on Meteosat data. Fluxes have been made non-dimensional by scaling with a latitudinally and seasonally varying clear-sky flux. The results highlight areas of positive biases (overestimation of solar radiation at the surface) in the Southern Ocean, and off the coast of south-western Africa, indicating an underestimation of cloudiness in these two ocean regions. Skill (relative to a climatological forecast) is generally highest in the extra-tropics.

(c)  Flow-dependent forecast performance
The flow-dependence of the forecast system performance is being investigated using a set of four Atlantic/European climatological regimes. Forecasts from the extended winter season (November–April) for the most recent five years were stratified according to their initial conditions. Verification results show that in the late medium range (days 10–15) forecasts initiated in the negative NAO regime are the most skilful, while those initiated during a blocking regime are generally less skilful. The predictability of the same four Atlantic/European weather regimes was also assessed for the monthly time-scale. The overall ability for the ensemble to predict the correct regime was assessed using the Brier skill score (BSS), for each 7-day period of the monthly forecast. There is substantial skill for the first two periods, while overall skill remains positive up to day 15–21. By contrast, persistence forecasts (assuming for example that the second week of the month will fall in the same regime as the first week) have no skill even for the first part of the month.  
6.
PLANS FOR THE FUTURE (NEXT 4 YEARS)

6.1
DEVELOPMENT OF THE IFS
6.1.1 
Major changes in the IFS which are expected in 2013
· Upgrade vertical resolution (4D-Var, EDA and high-resolution and ensemble forecasts).

· Enhance EDA and Jb (e.g. implement flow-dependent unbalanced variables, reintroduce balance in the stratosphere, improve model uncertainty estimation).

· Further develop hybrid data assimilation and increase EDA ensemble size.

· Introduce perturbations of land surface temperature and moisture observations in the EDA.

· Use flow-dependent background error covariances in high-resolution 4D-Var.

· Modify convection to address diurnal cycle of convection.

· Modify of vertical diffusion and orographic gravity wave drag.

· Introduce perturbations of land surface initial conditions for the ensemble forecasts.

· Introduce atmosphere-ocean coupling of ensemble prediction system from initial time.

· Assimilate ground-based GPS.

· Monitor satellite data from NPP, Metop-B, MSG-3, GOES-14 and MEGHA-TROPIQUES.

· Assimilate satellite data from NPP, MSG-3, GOES-14, Cryosat-2 and Oceansat.

6.1.2
Major changes in the IFS which are expected in 2014 to 2016
Major changes in 2014
•
Upgrade vertical resolution (4D-Var, EDA and high-resolution and ensemble forecasts).

•
Enhance EDA and Jb (e.g. implement flow-dependent unbalanced variables, reintroduce balance in the stratosphere, improve model uncertainty estimation).

•
Further develop hybrid data assimilation and increase EDA ensemble size.

•
Introduce perturbations of land surface temperature and moisture observations in the EDA.

•
Use flow-dependent background error covariances in high-resolution 4D-Var.

•
Modify convection to address diurnal cycle of convection.

•
Modify of vertical diffusion and orographic gravity wave drag.

•
Introduce perturbations of land surface initial conditions for the ensemble forecasts.

•
Introduce atmosphere-ocean coupling of ensemble prediction system from initial time.

•
Assimilate ground-based GPS.

•
Monitor satellite data from NPP, Metop-B, MSG-3, GOES-14 and MEGHA-TROPIQUES.

•
Assimilate satellite data from NPP, MSG-3, GOES-14, Cryosat-2 and Oceansat.

Major changes in 2015/16
· Increase horizontal resolution.

· Prototype a high-resolution land surface model.

· Use prognostic cloud condensate as control variable in data assimilation.

· Monitor satellite data from Metop-C, Sentinel 5 precursor, GMI low inclination, OCO-2, EarthCARE, GCOM-C1, SMAP, ADM-Aeolus, GMI low inclination and GCOM-C1.

· Assimilate satellite data from Metop-C, MSG-4, ADM-Aeolus and Sentinel 3.

6.2
PLANNED RESEARCH ACTIVITIES IN NWP, NOWCASTING AND LONG-RANGE FORECASTING

6.2.1 
Planned Research Activities in NWP

Data assimilation

· Extend the current estimation of flow-dependent variances to extract spatial covariance estimates for the high-resolution 4D-Var.

· Improve model uncertainty representation, investigate of the benefit of increasing ensemble size and resolution, and improve the sampling noise filtering. 

· Further develop the weak-constraint 4D-Var system and implement a 24-hour assimilation window for the delayed cut-off analysis.

· Improve the Extended Kalman Filter (EKF) for the surface analysis by increasing the use of satellite-derived products and radiances (e.g SMOS, ASCAT and SMOS).

· Implement the snow analysis in the EKF and introduce new parameters in data assimilation (LAI and/or surface albedo).

· Increase usage of screen-level observations in the 4D-Var analysis, and better account of surface-related processes in 4D-Var.

· Make efficient use of frequent and dense observational data, in particular the wide range of satellite data.

· Continue development of diagnostic tools for the evaluation of assimilation performance.

Exploitation of satellite data

· Increase use of cloud/precipitation and aerosol affected radiance observations over both ocean and land surfaces across infrared and microwave wavelengths.

· Revise data selection, quality control and observation error definition.

· Optimise advanced sounder data usage in terms of a more complete exploitation of the spectral information content.

· Revise the radiance observation operator for the purpose of facilitating its extension to new instruments.

Dynamical core and numerical develpments

· Increase the efficiency of the non-hydrostatic dynamical core, including developing a vertical finite element representation and optimising the coupling between the physics and dynamics. 

· Consider recasting the non-hydrostatic equations with a view to reducing the computational costs of the non-hydrostatic dynamical core. 

· Refine the semi-Lagrangian scheme including better conservation properties.

Further upgrades in resolution

· Study the performance of the data assimilation and forecast system at T2047 resolution. 

· Explore the resolution increase of the ensemble component of the data assimilation system (EDA), and balance this with the increase of the size of the ensemble. 

· Address the challenges of representing unresolved processes such as convection as grid lengths reduce to below ~10 km.

Physical parametrization

· Work on the hydrological cycle by further optimizingthe convection scheme, improving representation of the microphysics, the sub-grid moisture variability and the mixing between clouds and their environment, and increasing the realism of land surface evaporation. 

· Examine cloud/aerosol/radiation interaction.

· Revise the boundary layer scheme to better represent the stable and cloudy boundary layer.

· Add tiles to the land surface model to represent lakes and urban effects.

· Develop a very-high resolution land surface formulation which should significantly improve the land-atmosphere coupling and the treatment of near-surface weather parameters.

Ensemble prediction

· Exploit the link with the EDA system for initial perturbations (e.g. by assessing the impact of increasing the EDA ensemble size and its resolution). 

· Assess the impact of further increases in the singular vector resolution and re-tuning of their amplitude 

· Move towards a unified framework of representing model uncertainty in assimilation and prediction at all forecast ranges. 

· Explore the utility of the ensemble forecasts for hydrological and other key applications. 

· Assess the impact of coupling with a dynamical ocean from initial time.

Dynamical Ocean, wave and sea-ice modelling

· Develop a comprehensive fully-coupled atmosphere, ocean wave, ocean circulation system, including a sea-ice model. 

· Test a configuration of the NEMO ocean model with high horizontal and vertical resolutions. 

· Test a sea-ice model obtained from the partners of the new EC-Earth consortium and develop methodologies for the initialisation of sea ice.

· Explore the impact of sea-ice and soil-moisture uncertainty and variability on seasonal predictability. 

· Prepare upgrades for the ocean-wave data-assimilation system.

Seasonal prediction and EUROSIP

· Collaborate with the EC-Earth consortium to create an updated model version which will use atmosphere and ocean components as close as possible to those of the new seasonal forecast System 4. 

· Start the design the next seasonal System 5, which will benefit from atmospheric model improvements and the planned developments in the description of sea-air interaction.

· Develop the multi-model European Seasonal and Inter-annual Prediction System (EUROSIP), in particular to provide new calibrated products including input from NCEP seasonal forecasts. 

Reanalysis

· Deliver from ERA-CLIM the Observation Feedback Archive, production of pilot reanalyses and estimates of bias and uncertainty, and prepare for the next generation reanalysis.

· Produce the next generation (weakly) coupled reanalysis, covering the 20th century until now, for ERA-CLIM2.

· Contribute to the ESA Climate Change Initiative (by providing ancillary data, monitoring of ECVs, ensuring consistency and usefulness of ECVs and engaging the climate community).

· Maintain ERA-Interim until its replacement.

Atmospheric composition assimilation and modelling
· Extend of the coupling between the IFS and participating European regional chemical transport.

· Continue development and improvement of the global modelling of aerosols, reactive gases and longer-lived greenhouse gases, including their surface fluxes and interactions. 

· Implement a detailed atmospheric composition processes in-line in the IFS (so-called C-IFS). 

· Introduce a new representation of tropospheric and stratospheric aerosols in collaboration with external partners.

· Further develop the data assimilation methodology for atmospheric composition. 

· Assess impacts on the model radiation and cloud calculations on the radiative transfer calculations for satellite data assimilation and on the inference of wind information from ozone tracer advection. 

· Continue research at the interface between atmospheric composition and numerical weather prediction.

· Extend the MACC reanalysis for 2003–2010 forward in time and make preparations for a new reanalysis.

6.2.2 
Planned Research Activities in Nowcasting

No activities planned.
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