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1.  Highlights For Calendar Year 2001
1.1 Higher Resolution Grids
Back when computers were more primitive, the major difficulty applying numerical derivations of the governing equations of atmospheric motion to computers for the purpose of forecasting weather, i.e. numerical weather prediction, was that the grid points were far apart leading to large truncation error in approximating the derivatives between grid points.  Today, we are taking advantage of more powerful computers to increase the resolution of model grids.

In the 1960s, the first Primitive Equation (PE) models ran daily on 381 km grids and had only 6 levels in the vertical.  In 1973, a regionally focused Limited Fine Mesh (LFM) model was run on a 190 km grid with 7 levels and provided improved early guidance  for the forecasters twice daily to 48 hours.  Further advancements in the collection and assimilation of observations (including satellite and aircraft observations), improvements in modeling atmospheric behavior and increased computational power led to the introduction of the Nested Grid Model (NGM) in 1985 which ran with 16 levels on a 90 km grid.  In 1993, a new model called the Eta Model replaced the LFM running with 38 levels on an 80 km grid.  This initial success was followed by increases in resolution and sophistication: to 48 km / 38 levels in 1996, to 32 km / 45 levels in 1998, to 22 km / 50 levels in 2000 and to 

12 km / 60 levels in November 2001.  The charts below illustrate the Meso Eta Model orography for the old 22 km and new 12 km grids, respectively. 
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1.2 New Cloud Physics in the Global Model
A new cloud physics package was added to the Aviation (AVN) and Medium Range Forecast (MRF) systems in May 2001.  This upgrade consists of the inclusion of cloud condensate as a history variable and its use in the calculation of radiative transfer and the addition of cumulus momentum mixing.  A large number of experimental runs and diagnostics indicates that, in most cases, the new treatment of cloud physics made a significant improvement in the accuracy of forecast mass and wind fields.  Independent evaluations from outside the Environmental Modeling Center (EMC) demonstrated similar improvements in forecast guidance.  The new physics has little impact on precipitation and temperature bias but, unfortunately, does appear to reduce the kinetic energy of transient eddies in the week to ten day forecast period.

1.3  Winter Storm Reconnaissance Program

The goal of the Winter Storm Reconnaissance (WSR) program is to enhance the meteorological observational network prior to significant winter events.  The innovative aspect of this program is that observations are adaptive in that they are collected only in areas presumed to most influence forecasts for these winter events.  General forecast material and ensemble-based objective guidance are used to identify forecast weather events associated with large uncertainty. For flight planning purposes, the route selection and dropsonde areas must be selected 60-72 hours before flight time.  An ensemble application is used to evaluate all pre-designed flight tracks to assist in the selection of the site or sites expected to reduce forecast error variance the most. In 2001, of the 63 targeted winter storm events, 70% of the cases showed a clear improvement in the quality of 24-96 hour lead time forecasts, measured in terms of error reduction in surface pressure, tropospheric wind, and precipitation forecasts. Based on these positive results, the program was raised to operational level and the next WSR program is scheduled for mid-January through mid-March 2002. 

1.4 Operational Performance of the Production Forecast Suites
The suite of NCEP operational forecast models was enhanced by the addition of a climate forecast model in September, 2001.  A T62 version of the Global Spectral Model is utilized to produce a seven month seasonal forecast each month.  This climate run is used by the Climate Prediction Center to produce a seasonal climate outlook.  

Other highlights for 2001 include improvements in model resolution, and increases in the range of forecast products.  Specifically, the resolution of the Eta model increased from 22 km to 12 km and the T126 resolution of the global ensembles was extended from 60 hours to 84 hours.  NCEP also added Regional Ensembles produced from the Eta model and the Regional Spectral model.  Five members from each forecast model are now run twice daily.  A coupled Ocean-Atmosphere GFDL hurricane model was also implemented for the Atlantic and Caribbean basins.  
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On-time production of numerical forecast products continued to improve during 2001.  The average on-time production on the IBM SP increased to 98.7% in 2001 as compared to 90.4% in 2000.  
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Figure 1. The NCEP model guidance product generation is depicted and reflects the stability in generating model guidance products on-time by NCEP’s current high performance computer system.  Throughout all of 2001 NCEP achieved an on-time production rate of 98.7%, with all but September being over 97.5%.  The somewhat lower score for September was caused by disruptions associated with a major upgrade to the IBM SP operating system.

2.   Equipment
2.1  IBM RS/6000 SP 

The IBM SP was originally configured so that half the frames of Winterhawk II nodes were used for operations and half were for development.  During 2001, two additional frames were added to the operational side of the IBM SP to support the production of climate guidance.  The resulting lack of symmetry does not allow for climate guidance to be produced in the event operations are switched to the development side.  However, because the climate processing is not run with the same time constraints as the other portions of the production suite, this work can be suspended for a portion of the month and still complete on schedule.  The current configuration of the IBM SP is contained in Table 1.

The system is configured with a high speed (gigabit) ethernet ring.  This enables NCEP to run operations on a portion of the entire system for optimal performance and to share a common NFS file system.  A back-end Hierarchical Storage Manager containing 0.9 terabytes (TB) of disk cache and two Storage Tek Silos with a capacity of about 200 TB is also usable by the entire system.  
Table 1. IBM SP Systems.
Processors
2336 

Memory
1168 GB

Operating System
AIX

Disk Storage
14.1 TB disk subsystem

CPU
Power-3 Winterhawk II

375 MHz - 4 CPUs/node 8 MB Cache  

2.2    Additional Components
Independent from the IBM RS/6000 SP, two additional computers are part of NCEP’s Central Computer System.  They are two SGI Origin 2000/32 systems and an Origin 3000/16 system which share over one TB of disk space.  They also share a third Storage Tek silo with eight 9840 drives.  Two of the systems are used to support several non-operational projects.  The second Origin 2000/32 is dedicated to running the ocean data assimilation program and the the ocean-atmosphere coupled model that is used to prepare seasonal outlooks.
2.3   Communications








Figure 2 shows the communications network used by NCEP to exchange information within the NWS and to provide analysis and forecast products to users via the Internet.  NCEP sends and receives data from the Bowie Computer Center (BCC) in Bowie, Maryland via high speed OC3 (155 MBits/sec) circuits.  Communications between the World Weather Building (WWB) and the Telecommunications Gateway computer system at the Silver Spring Metro Center (SSMC) in Silver Spring, Maryland were upgraded from Fast Network Services (FNS) running at 10 Mbits/sec to the faster OC3 circuits.  The WWB site is connected to three remote NCEP centers, the Storm Prediction Center (SPC) in Norman, Oklahoma, the Aviation Weather Center (AWC) in Kansas City, Missouri, and the Tropical Prediction Center (TPC) in Miami, Florida by a T3 line (45 MBits/sec) through an ATM cloud to three T3 circuits, each with a capacity of 12 MBits/sec.  Access to the Internet from WWB is provided by both a FDDI (a fiber optic circuit) to Federal Office Building 4 (FOB4) and a direct circuit (70 MBits/sec) through the Metropolitan Area Network (MAN) ATM cloud to SSMC.  From there, information is sent to the Internet over commercial ISP T3 lines to an Internet Service Provider (ISP). 
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Figure 2.  Current Network Configuration  - 2001
3.   Observational Data Ingest and Access System

3.1    Status at the End of 2001
3.1.1  Observational Data-Ingest
NCEP receives the majority of its data from the Global Telecommunications System (GTS) and the National Environmental Satellite, Data, and Information Service (NESDIS).  The GTS and aviation circuit bulletins are transferred from the NWS Telecommunications Gateway (NWSTG) over two 56 KBits/sec lines to two  co-located Linux workstations, through an interfacing X.25 pad, where the software accumulates the incoming data-stream in files.  Each file is open for 20 seconds, after which the file is queued to the Distributive Brokered Network (DBNet) software to send these bulletins to NCEP’s Central Operations (NCO).  Files containing GTS observations are networked to one of two IBM decoder workstations located at the BCC. There the data-stream file is parsed for bulletins which are then passed to the Local Data Manager (LDM).  The LDM controls continuous processing of a bank of on-line decoders by using a bulletin header pattern-matching algorithm.  Files containing GTS gridded-data are parsed on the Linux workstations, “tagged by type” for identification, and then transferred directly to the IBM SP by DBNet.  There, all observations for assimilation are stored in accumulating data files according to the type of data. Some observational data and gridded data from other producers (e.g., satellite observations from NESDIS) are similarly processed in batch mode on the IBM SP as the data become available.  Observational files remain on-line for up to 10 days before migration to offline cartridges. While online, there is open access to them for accumulating late arriving observations and for research and study. 

3.1.2   Data Access
The process of accessing the observational data base and retrieving a select set of observational data is accomplished in several stages by a number of FORTRAN codes. This retrieval process is run operationally many times a day to assemble “dump” data for model assimilation.  The script that manages the retrieval of observations provides users with a wide range of options.  These include observational date/time windows, specification of geographic regions, data specification and combination, duplicate checking and bulletin “part” merging, and parallel processing.  The primary retrieval software performs the initial stage of all data dumping by retrieving subsets of the database that contain all the database messages valid for the time window 

requested by a user.  The retrieval software looks only at the date in BUFR Section One to determine which messages to copy.  This results in an observing set containing possibly more data than was requested, but allows the software to function very efficiently.  A final 'winnowing' of the data to an observing set with the exact time window requested is done by the duplicate checking and merging codes applied to data as the second stage of the process.  Finally, manual quality marks and corrections are applied to the data extracted.  The quality marks are provided by personnel in two NCEP groups: the NCO Senior Duty Meteorologists (SDMs) and the Marine Prediction Center (MPC).

3.2 Adaptive Data
The innovative goal of the Winter Storm Reconnaissance (WSR) program is to improve forecasts of significant weather events by augmenting the sparse sounding data over target areas identified as potentially having the largest influence on the forecast quality for these events.  The WSR observations are considered adaptive for they are only collected prior to significant winter weather events.  The dropsonde observations (15-20 dropsondes per mission) are released by manned aircraft by NOAA’s Aircraft Operations Center (G-IV) and the U.S. Air Force Reserve (C-130s). Typically the forecast lead time for selecting a target area range from 60-120 hours for the West Coast and Alaska and 84-144 hours for the East Coast.  This provides sufficient time for flight planning which takes place 36-48 hours in advance of an actual flight.  

The WSR program is based on collaborative research with university and other government agency scientists and was established at the Environmental Modeling Center (EMC) in 1999.  All of the adaptively taken data is used in operational analysis and forecast products by major numerical weather prediction centers, including NCEP.  The operational analyses and forecasts were compared, almost in real-time, with those of a parallel analysis/forecast cycle from which all the adaptively taken data were removed.  Because it takes more time for the impact of the adaptive data over the eastern Pacific to reach the eastern part of the U.S. than the western areas or Alaska, the time window will necessarily be longer for verification over the eastern U.S.  Given observations over the northeastern Pacific, the time window over the western U.S. and Alaska will typically be between 24 and 48 hours, while for the eastern U.S. it will be between 48 and 96 hours. 

When the operational forecast models indicate the likelihood of a major winter storm event in the continental U.S. or Alaska, forecasters identify target areas where supplemental adaptive observations will have the greatest impact on the forecast of that particular event.  Ensemble-based objective guidance products and ensemble based sensitivity calculations are made to evaluate all possible pre-designed 

flight tracks and identify target areas for adaptive data which have the largest expected impact on reducing the forecast error variance at the time of verification within the winter storm event verification region.  Requests for WSR flights may originate from Weather Forecast Offices (WFO), NWS Regional Offices or from any NCEP center.  During the period the program is active (late January through mid March) the number of flight hours is limited and  great care is taken evaluating each request to ensure that only those events that show the most promise of forecast improvement are approved.  During 2001 WSR, the program produced clear forecast improvement in the quality of 24-96 hour lead times forecast, measured in terms of error reduction in surface pressure, tropospheric wind, and precipitation forecasts in 70% of the verification cases.  A degradation was noted in 13% of the cases and in the remaining verification cases the adaptive data had neutral impact.  The 10-25% rms error reduction based on the collection of WSR adaptive data was  equivalent to using a non-adaptive forecast product issued 12-24 hours later.

3.3  Future Plans
There are a couple of major enhancements planned for the observational data ingest in 2002.  The first involves replacing the two 56 kbps circuits with network socket connections between NWS Telecommunications Gateway (NWSTG) and NCEP Central Operations (NCO), and the second involves replacing the two Linux workstations with similar machines containing faster processors.  Both enhancements are for the purpose of improving the overall speed and reliability of the data flow between NWSTG and NCO, thereby also lessening the amount of recovery time required after outages.  

4.
Quality Control System

4.1
Status at the End of 2001
Quality controlled (QC) data are not disseminated on the GTS. However,  QC information is included in various monthly reports disseminated by NCEP.  The data quality control system for numerical weather prediction at the NCEP has been designed to operate in two phases: interactive and automated.  The nature of the quality control procedures is somewhat different for the two phases.
4.1.1   Interactive Phase
During the first phase, interactive quality control is accomplished by the Marine Prediction Center (MPC) and the Senior Duty Meteorologists (SDMs). The MPC personnel use a graphical interactive system called CREWSS (Collect, Review, and Edit Weather data from the Sea Surface) which provides an evaluation of the quality of the marine surface data provided by ships, buoys (drifting and moored), Coastal Marine Automated Network (CMAN) stations, and tide gauge stations based on comparisons with the model first guess, buddy checks vs. neighboring platforms, the platform’s track, and a one week history for each platform.  The MPC personnel can flag the data as to the quality or correct obvious errors in the data, such as incorrect hemisphere, misplaced decimal, etc.  The quality flags and corrections are then uploaded to the IBM SP and are stored there in an ASCII file for use during the data retrieval process.  The SDM performs a similar process of quality assessment for rawinsonde temperature and wind data and aircraft temperature and wind reports.  The SDMs use an interactive program which initiates the offline execution of two of the quality control programs (described in the next paragraph) and then review the programs’ decisions before making assessment decisions.  The SDMs use satellite pictures, meteorological graphics, continuity of data, input from reporting stations, past station performance and horizontal data comparisons (buddy checks) to decide whether or not to override automatic data QC flags.

4.1.2   Automated Phase
In the automated phase, the first step is to include any manual quality marks and corrections attached to the data by MPC personnel and the SDMs.  This occurs when time-windowed BUFR (Binary Universal Form for the Representation of meteorological data) data-dumps are created from the NCEP BUFR observational data base.  Next, the preprocessing program makes some simple quality control decisions to handle problems and to re-code the data in a BUFR format with added descriptors to handle and trace quality control changes.  In the process, certain classes of data, e.g., surface marine reports over land, are flagged for non-use in the data assimilation but are included for monitoring purposes.  The processing program also includes a step which applies the global first guess background and observational errors to the observations.  Under special conditions (e.g., data too far under the model surface), observations are flagged for non-use in the data assimilation.

Separate automated quality control algorithms for rawinsonde, non-automated aircraft, wind profiler, and NEXRAD Vertical Azimuth Display (VAD) reports are also executed. The purpose of these algorithms is to 

eliminate or correct erroneous observations which arise from location, transcription or communications errors.  Attempts are made, when appropriate, to correct commonly occurring types of errors.  Rawinsonde temperatures and height data pass through a complex quality control program for heights and temperatures program, which makes extensive hydrostatic, baseline, and horizontal and vertical consistency checks based upon differences from the 6-hour forecast.  Corrections and quality values are then applied to the rawinsonde data.  In April 1997, a new complex quality control algorithm was installed that performs the quality control for all levels as a whole, rather than considering the mandatory levels first, and then the significant levels.  In addition, an improvement was made to the way in which the hydrostatic residuals are calculated and used.  AIREP, PIREP, and AMDAR (Aircraft Report, Pilot Report, Aircraft Meteorological Data Relay) aircraft reports are also quality controlled through a track-checking procedure by an aircraft quality control program.  In addition, AIREP and PIREP reports are quality controlled in two ways: isolated reports are compared to the first guess and groups of reports in close geographical proximity are inter-compared.  Both of the above quality control programs are run offline by the SDM.  Finally, wind profiler reports are quality controlled with a complex quality control program using multiple checks based on differences from a 6-hour forecast, including a time and vertical consistency check, and VAD wind reports are quality controlled with a similar type of program which also includes an algorithm to account for contamination by bird migration.
The final part of the quality control process is for all data types to be checked using an optimum  interpolation based quality control algorithm, which uses the results of both phases of the quality control.  As with the complex quality control procedures, this program operates in a parallel rather than a serial mode.  That is, a number of independent checks (horizontal, vertical, geostrophic) are performed using all admitted observations.  Each observation is subjected to the optimum interpolation formalism using all observations except itself in each check.  A final quality decision (keep, toss, or reduced confidence weight) is made based on the results from all individual checks and any manual quality marks attached to the data.  Results from all the checks are kept in an annotated observational data base.

4.2    Future Plans

Automated QC for ACARS data is planned to reject data resulting in various problems peculiar to this data type.  Refinements are also planned for the 3DVAR QC code.
5.    Monitoring System
5.1   Status at the End of 2001
5.1.1 Real-time Monitoring 
As mentioned in the previous section, “real-time” monitoring of the incoming GTS and satellite data is performed by a number of computer programs which run automatically during each data assimilation cycle, or are run interactively by the NCEP Central Operations SDMs, and provide information on possible action. If there are observational types or geographic areas for which data was not received, the SDM will request Washington DC Regional Telecommunications Hub (RTH) assistance in obtaining the observations. The SDM may also delay starting a numerical weather prediction (NWP) model to ensure sufficient data are available.  Four times a day, a web site,

“www.ncep.noaa.gov/NCO/DMQAB/QAP/thanks”, is updated with reports on what data have been received from US supported upper air sites.  Average daily data input counts for December 2001 are shown in Tables 2 and 3.

5.1.2 Next-day Monitoring
"Next-day" data assessment monitoring is accomplished by routinely running a variety of diagnostics on the previous day's data assimilation, the operational quality control programs, and the NWP analyses to detect problems.  When problems are detected, steps are taken to determine the origin of the problem(s), to delineate 

possible solutions for improvement and to contact appropriate data providers if it is an encoding or instrument problem.  Data quality is also reviewed to see if platforms should be added or removed from production reject lists.
Table 2.  Average Daily Non-Satellite Data Counts for December 2001

               for the Global Data Assimilation System.

Category
Subcategory
Total Input
Percent Input

Land Surface
Synoptic
51789



METAR
109099



subtotal
160888
6.85

Marine Surface
Ship
2580



Drifting Buoy
9707



Moored Buoy
3045



CMAN
1479



Tide Gauge
3452



subtotal
20263
 0.86

Land Soundings
Fixed RAOB
1431



Mobile RAOB
0



Dropsonde
2



Pibal
309



Profiler
756



VAD Winds
5971



subtotal
8469
0.36

Aircraft
AIREP
3137



PIREP
926



AMDAR
16417



ACARS
80798



RECCO
5



subtotal
101283
4.31

Total
Non-Satellite
290903
12.38

Table 3.  Average Daily Satellite Data Counts for December 2001

                 for the Global Data Assimilation System. 

Category
Subcategory
Total Input
Percent Input

Satellite Soundings
GOES
83949



Ozone
1172



subtotal
85121
3.62

Satellite Winds
US High Density
113115



US Picture Triplet
1397



Japan
2442



Europe
0



subtotal
116954
4.98

Satellite Surface
SSMI Rainfall Rates
136388



Quikscat Winds
evaluating



SSMI Windspeeds
68193



NASA TRMM Data
42884



subtotal
247465
10.54

ATOVS
HIRS
150336



HIRS3
134668



MSU
35839



AMSU-A
458120



AMSU-B
829453



subtotal
1608416
68.48

Total
Satellite
1877972
87.62

5.1.3 Delayed-time Monitoring
“Delayed-time” monitoring includes a twice weekly automated review of the production reject list and monthly reports on the quantity and quality of data (in accordance with the WMO/CBS) which are shared with other Global Data Processing System (GDPS) centers.  A monthly report is prepared showing the quality, quantity, and timeliness of U.S. supported sites.  Monthly statistics on hydrostatic checks and guess values of station pressure are used to help find elevation or barometric problems at upper air sites.  This monitoring system includes statistics on meteorological data which can be used for maintaining the reject list and for contacting sites with problems.  For global surface marine data, monthly statistics are generated for those platforms which meet specific criteria (e.g. at least 20 observations in a given month).  These statistics are forwarded to the U.K. Meteorological Office in Bracknell, England (the lead center for marine data monitoring) and are also uploaded to an NCO web site for use by U.S. Port Meteorological Officers.  Separate monthly statistics produced for global moored and drifting buoys are sent to the Data Buoy Cooperation Panel, who may then contact the appropriate parties to have faulty buoy data removed from GTS distribution until the data problems are fixed.

6. Forecasting System
6.1   Global Forecast System
6.1.1 Status of the Global Forecasting System at the End of 2001
Global Forecast System Configuration:  The global forecasting system consists of:

a)
The final (FNL) Global Data Assimilation System (GDAS), an assimilation cycle with 6-hourly updates and late data cut-off times:

b)
The aviation (AVN) analyses, the 126-hour forecasts run at 00Z and 1200 UTC, and the 84-hour forecasts run at 0600 UTC and 1800 UTC with a data cut-off of 2 hours and 45 minutes using the 6-hour forecast from the FNL as the first guess;

c)   A once per day 16-day medium-range forecast (MRF) from 0000 UTC

     using FNL initial conditions and producing high resolution 

T170L42 predictions to 7 days and lower-resolution T62 predictions from 7 to 16 days; 

d)
Ensembles of global 16-day forecasts from perturbed FNL initial conditions (ten forecasts from 1200 UTC, and ten forecasts from 0000 UTC).  Ensembles are run at T126 for the first 84 hours and at T62 after that;

Global Data Assimilation System:  Global data assimilation for the FNL and AVN is done using a multi-variate Spectral Statistical Interpolation (SSI) analysis scheme using a 3-dimensional variational technique in which a linear balance constraint is incorporated, eliminating the need for a separate initialization step. The analyzed variables are the associated Legendre spectral coefficients of temperature, vorticity, divergence, water vapor mixing ratio, and the natural logarithm of surface pressure (ln psfc).  All global analyses 

are done on 42 sigma levels at a T170 spectral truncation.  Data cut-off times are 0600, 1200, 2100 and 0000 UTC for the 0000, 0600, 1200, and 1800 UTC FNL analyses, respectively, and 0245, 0845, 1445, and 2045 UTC for the 0000, 0600, 1200, and 1800 UTC AVN analyses.

Global Forecast Model:  The global forecast model has the associated Legendre coefficients of ln psfc, temperature, vorticity, divergence, water vapor mixing ratio and cloud water/ice as its prognostic variables.  The vertical domain includes the surface to 2 mb and is discretized with 42 sigma layers. The Legendre series for all variables are truncated (triangular) at T170L42 for the FNL and the first seven days of the MRF and T62 for the ensemble forecasts and days 8 through 16 of the MRF.  The AVN uses T170L42 out to 126 hours at 00Z and 12Z to provide guidance and boundary forcing for the Hurricane model.  The AVN also uses T170L42 for the 06Z and 18Z runs but only forecasts out to 84 hours.  A semi-implicit time integration scheme is used.  The model includes a full set of parameterizations for physical processes, including moist convection, cloud-radiation interactions, stability dependent vertical diffusion, evaporation of falling rain, similarity theory derived boundary layer processes, land surface vegetation effects, surface hydrology, and horizontal diffusion.
Global Forecast System Products:  Products from the global system include:

a)
Gridded (in GRIB) Sea level pressure (SLP) and height (H), temperature (T), zonal wind component (U), meridional wind component (V), and relative humidity (R) at a number of constant pressure levels every 6 hours for the first 60 hours of all four runs of the AVN and at 72 hours of the 0000 UTC and 1200 UTC AVN forecasts;

b)
Specialized aviation grids (in GRIB) with tropopause H, T, and pressure as well as fields depicting the altitude and intensity of maximum winds and precipitation;

c)
Extended forecasts (3.5-10 days, every 12 hrs) of SLP, H, U, V, and R at 1000, 850 and 500 hPa issued once per day;

d)   A large number of graphics products.
6.1.2 Future Plans for the Global Forecasting Svstem
Changes planned for the production suite include:

a)
Extend AVN forecasts to 180 hours at high resolution (T170) and              from 180 to 384 hours in low resolution for all four cycles (0000, 0600, 1200, 1800 UTC);
b) Eliminate the current MRF forecast;

c) Change the name of the AVN suite to the Global Forecast System (GFS) suite;

d) Update the background error variance using the latest model run;

e) Increase the model resolution to T254L64 for the first 84 hours of the forecast;

f) Increase the global ensemble resolution to T126 for the first 180 hours;

g) Add 10-member ensemble runs for 0600 and 1800 UTC.

6.2    Regional Forecast System
6.2.1  Status of the Regional Forecasting System at the End of 2001
Regional Forecast System Configuration:  The Regional Systems are:

a)     The Mesoscale Eta Forecast Model (Meso Eta), which provides high resolution (12 km and 60 levels) forecasts over North America out to 84 hours at 0000 and 1200 UTC and 48 hours at 0600 and 1800 UTC;

b)     The Rapid Update Cycle (RUC) System, which generates (40 km

       and 40 level) analyses and 3-hour forecasts for the

       contiguous United States every hour with forecasts extended

       to 12-hr at 0000, 0300, 0600, 0900, 1200, 1500, 1800, and 

       2100 UTC; 

c)     The Nested Grid Model (NGM), whose North American grid has

       approximately 90 km resolution on 16 layers, and which

       generates 48-hr forecasts for North America twice daily at 0000  and 1200 UTC.

d) 
A set of High Resolution Window (HiRes) nested Meso Eta runs were implemented in Spring 2001.  They follow the AVN run in the job suite and are run whenever there is no GFDL hurricane model required.  These runs get hourly boundary conditions and their initial conditions from the parent continental domain Meso Eta runs (see a above).  The nested version of the Meso Eta Model is hydrostatic, with 60 levels in the vertical, and runs to 48 hours.  At 0000 UTC, a large 12 km nest is run for Alaska and a small 10 km domain is run for Hawaii.  At 0600 UTC a large 10 km nest is run for the western portion of the CONUS and a small 10 km domain is run for Puerto Rico. At 1200 UTC, a large 10 km nest is run for the central portion of the CONUS and a small 10 km domain is run for Hawaii.  At 1800 UTC a large 10 km nest is run for the eastern portion of the CONUS and a small 10 km domain is run for Puerto Rico.

e) 
A 10 member Short Range Ensemble Forecast (SREF) system was implemented in June 2001.  There are 5 Meso Eta Model members and 5 Regional Spectral Model members.  All runs are made at 48 km and cover the same North American continental domain as the Meso Eta.  They are initialized from by their own “breeding” cycles which are used to make two pairs of positive and negative perturbations to initial conditions. Lateral boundary conditions come from the medium range ensembles.  SREF forecasts are made from 0900 and 2100 UTC out to 63 hours.  This produces SREF output that can be used together with the early guidance from the Meso Eta runs.

Regional Forecast System Data Assimilation:  Initial conditions for the four Meso Eta forecasts are produced by a multivariate 

3-dimensional variational (3DVAR) analysis which uses as its first guess a 3 hour Meso Eta forecast from the Eta-based Data Assimilation System.  The EDAS is a fully cycled, self-contained system using     3-hour Meso Eta forecasts as a background and global fields only for lateral boundary conditions.  Data cut-off is at 1 hour and 10 minutes past the nominal analysis times.  No initialization is applied.  In 2001, the 3DVAR treatment of background error covariances was made more balanced and assimilation of satellite radiance data was synchronized with the global SSI analysis.  This allowed use of AMSU-B radiance channels effecting moisture.  Assimilation of observed precipitation (in the form of ‘analyses’ of automatic gage and radar estimates) was incorporated into the EDAS.  Quality control of the VAD wind profiles from the network of WSR-88D Doppler radars was refined including a check for contamination from migrating birds.

Since March 2000, initial conditions for the NGM runs comes from a combination of Meso Eta analysis over North America and 6-hr forecast from the GDAS over the rest of the Northern Hemisphere.  After the Meso Eta analysis is interpolated to the NGM grid, an implicit normal mode initialization is performed. 
Regional Forecast System Models:  The Meso Eta Model has surface pressure, temperature, u, v, turbulent kinetic energy, water vapor mixing ratio and cloud water/ice mixing ratio as its prognostic variables.  The vertical domain is discretized with 60 eta layers with the top of the model currently set at 25 mb. The horizontal domain is a 12 km semi-staggered Arakawa E-grid covering all of North America.  An Euler-backward time integration scheme is used. The model is based on precise dynamics and numerics, a step-mountain terrain representation and includes a full set of parameterizations for physical processes, including Janjic modified Betts-Miller convection, Mellor-Yamada turbulent exchange, Fels-Schwartzkopf radiation, a land surface scheme with 4 soil layers and a predictive cloud scheme.  The lateral boundary conditions are derived from the prior global AVN forecast at a 3 hour frequency.  In 2001, the power provided by the IBM SP Phase II high performance computer  allowed an improvement in the resolution (22 vs. 12 km, 50 vs. 60 layers) and an extension of the 0000 and 1200 UTC forecasts from 60 hours to 84 hours.  In November 2001, the Zhao cloud scheme was replaced with a new more comprehensive scheme designed by Ferrier and refinements were made in the precipitation assimilation.

The RUC system was developed by the NOAA/Forecast Systems Laboratory.  The RUC run provides high-frequency, short-term forecasts on a 40-km resolution domain covering the lower 48 United States and adjacent areas of Canada, Mexico, and ocean.  Run with a data cut off of 22 minutes, the analysis relies heavily on asynoptic data from surface reports, profilers, and especially ACARS aircraft data.  One of its unique aspects is its use of a hybrid vertical coordinate that is primarily isentropic.  Most of its 40 levels are isentropic except for layers in the lowest 1-2 km of the atmosphere where terrain-following coordinates are used.  The two types of surfaces change smoothly from one to another.  A full package of physics is included with 5 cloud precipitation species carried as historic variables of the model.

The NGM model uses a flux formulation of the primitive equations, and has surface pressure, and sigma u, sigma v,  and sigma q as prognostic variables where  is potential temperature and sigma q specific humidity.  The finest of the nested grids has a resolution of 85 km at 450N and covers North America and the surrounding oceans.  The coarser hemispheric grid has a resolution of 170 km.  Fourth-order horizontal differencing and a Lax-Wendroff time integration scheme are used. Vertical discretization is done using 16 sigma levels.  Parameterized physical processes include surface friction, grid-scale precipitation, dry and moist convection, and vertical diffusion.

Regional Forecast System Products: Products from the various regional systems include:

a)   Heights, winds, temperatures, winds aloft:


(1)  Meso Eta (to 48 hr at 0600 and 1800 UTC; to 84 hr at

          0000 and 1200 UTC) every 25 hPa and every 3 hours;


(2)  RUC (to 3 hr or 12 hr) every 25 hpa and hourly; and


(3)  NGM (to 48 hr) every 50 hPa and every 6 hours.

b)   3, 6 and 12 hour accumulated precipitation (totals & convective);

c)   Freezing level;

d)   Relative humidity;

e)   Tropopause information;

f)   Many model fields in GRIB format;

g)   Hourly soundings in BUFR at hundreds of sites (1200 for Meso 

     Eta);                   

h)   Hundreds of graphical output products and alphanumeric

     bulletins;

Operational Techniques for Application of Regional Forecast System Products:  Model Output Statistics (MOS) forecasts of an assortment of weather parameters such as probability of precipitation, maximum and minimum temperatures, indicators of possible severe convection, etc. are generated from NGM model output. These forecasts are made using regression techniques based on statistics from many years of NGM forecasts.

6.2.2 Future Plans for the Regional Forecast Systems

Year 2002 Goals

a) Extension of 12 km Meso Eta to 60 hours at 0600 and 1800 UTC;

b) Begin cycling fields from the new gridscale cloud physics;

c) Begin assimilating 88D Radial Velocities on an hourly basis;

d) Improve Regional Ensembles (either resolution or adding members);

e) Upgrade RUC to 20 KM and 50 levels with physics refinements;

f) Upgrade HiResWindow runs: 12 km Alaska nest upgraded to 10 km, all other 10 km nests upgraded to 8 km, and replace hydrostatic Meso Eta model with Nonhydrostatic Meso version running with hybrid (sigma-pressure) vertical coordinate instead of the step mountains used in the Meso Eta;

g)
Upgrade HiResWindow and Meso Eta runs to the Weather Research and Forecasting (WRF) common modeling infrastructure.

6.3   Specialized Forecasts
Specialized forecasts and systems include the following:

a) A Hurricane (HCN) run is performed when requested by NCEP’s Tropical Prediction Center (TPC).  The HCN forecast model is the Geophysical Fluid Dynamics Laboratory (GFDL) Hurricane Model (GHM), which is a triple-nested model with resolutions of 1, 1/3, and 1/6 degree latitude and 18 vertical levels.  The outermost domain extends 75 degrees in the meridional and longitudinal directions.  The HCN was upgraded for the 2001 hurricane season to include a coupled ocean-atmosphere model over the Atlantic Basin.  The ocean model used for the GFDL coupled system is a modified version of the Princeton Ocean Model developed at the University of Rhode Island.  Initial conditions are obtained from the current AVN run.  Input parameters for each storm are provided by the TPC and include the latitude and longitude of the storm center, current storm motion, the central pressure, and radii of 15 m/s and 50 m/s winds.  Ouput from the model consists primarily of forecast track position and maximum wind speed but also includes various horizontal fields on pressure surfaces such as wind and sea-level pressure, and some graphics products such as a swath of maximum wind speeds and total precipitation throughout the 72 hour forecast period.

b) The Regional Spectral model (RSM) provides forecasts over the Hawaiian Islands at a very high resolution (10 km) from 0000 and 1200 UTC out to 48 hours for distribution to Hawaii via OOS through DBNet.  The RSM uses spectral basis functions to represent forecast variables in a similar way to the MRF model.  Initial conditions for this run are interpolated from the AVN initial conditions.

c) A new global wave model, NOAA WAVEWATCH III (NWW3), was implemented operationally in March 2000.  This model runs twice a day on a 1.25 x 1.00 degree lat/lon grid covering a band from 78N to 78S.  Wave forcing is provided by T170 winds from the AVN model.  The NWW3 makes forecasts of wave direction, frequency and height out to 126 hours twice a day.

d) Daily global Sea Surface Temperature (SST) analyses are made  with an optimum interpolation technique which combines seven days  worth of in-situ and satellite observations. Weekly SST analyses derived with this system are used as lower boundary conditions in the global assimilation and forecasts.

e) A storm surge model makes twice daily predictions for the               Atlantic coast and Northwest Pacific coast of the United States         out to 48 hours. When needed, the model has also been applied to        the Bering Sea and Arctic coast of Alaska.

f) Wave models are run twice daily to provide sea state forecasts          for the Gulf of Mexico and the Gulf of Alaska. Regional models,         one covering the western half of the Atlantic Ocean and the Gulf        of Mexico and the other covering the Gulf of Alaska and the             Bering Sea.  Based on the new NWW3, these models provide                forecasts out to 126 hours twice a day.

g) A once-per-day forecast of an Ultraviolet Index (UVI).

h) A seasonal ensemble climate forecast run consisting of a 20             member ensemble of an atmospheric general circulation model             (AGCM). The forecasts are run once per month with 28 levels and a horizontal resolution of approximately 200 km (T62). It produces seasonally averaged forecasts out to 7 months and became operational in Oct. 2001.

i) The sea ice analysis has a resolution of ½ degree which allows          it to capture the rapid retreat/advance of the pack ice edge in         Spring and Fall.  This analysis is used as input to the

Global Forecast System.  A sea ice drift model provides

guidance out to day 16 for the drift distance and direction over 

the northern hemisphere, and along the ice edges in both

hemispheres.

j)
Daily Global Real-Time Sea Surface Temperature analyses are             generated on a high resolution grid (1/2 degree                    latitude/longitude) using a recursive variational technique.  The analysis combines the latest 24 hour in-situ and satellite              observations and is presently being used operationally by the Eta model.  This product was implemented in January 2001

6.4
Verification of Forecast Products for Year 2001
Annual verification statistics are calculated for NCEP's global models by comparing the model forecast to the verifying analysis and the model forecast interpolated to the position of verifying rawinsondes (see Tables 4 and 5). 


Table 4.  Verification against the Global Analysis for 2001.


    (Change from 2000 statistics in parentheses.


     Negative values (BLUE) indicate improvement,


     positive values (RED) indicate degradation.)

Statistic
AVN

24 hr
AVN

72 hr
MRF

120 hr

500hPa Geopotential RMSE(m)




     Northern Hemisphere
11.3

(-0.5)
32.3

(-1.6)
58.0

(-2.0)

     Southern Hemisphere
15.6

(-0.8)
41.4

(-2.7)
68.4

(-5.3)

250hPa Wind RMSVE(m/s)




     North Hemisphere
4.6

(-0.1)
10.2

(-0.5)
15.5

(-0.6)

     Southern Hemisphere
5.1

(0.0)
11.2

(-0.5)
16.5

(-0.9)

     Tropics
4.4

(+0.1)
7.3

(-0.2)
9.0

(-0.3) 

850hPa Wind RMSVE(m/s)




     Tropics
2.8

(-0.1)
4.4

(-0.3)
5.2

(-0.5)

Table 5.  Verification against rawinsondes for 2001.

    (Change from 2000 statistics in parentheses.


     Negative values (BLUE) indicate improvement,


     positive values (RED) indicate degradation.)

Statistic
AVN

24 hr
AVN

72 hr
MRF

120 hr

500hPa Geopotential RMSE(m)




     North America
13.3

(-1.9)
34.7

(-3.4)
58.6

(-4.6)

     Europe
15.0

(-0.4)
32.1

(-2.8)
59.9

(-3.7)

     Asia
15.3

(-1.4)
29.5

(-1.9)
48.1

(-1.5)

     Australia/New Zealand
11.6

(-0.7)
23.8

(-2.0)
38.3

(-2.4)

250hPa Wind RMSVE(m/s)




     North America
6.7

(-0.4)
12.5

(-0.7)
17.9

(+3.9)

     Europe
6.0

(-0.2)
10.9

(-0.8)
17.1

(-1.3)

     Asia
6.7

(-0.4)
11.2

(-0.4)
14.7

(-0.6)

     Australia/New Zealand
6.5

(-0.3)
10.6

(-0.2)
14.7

(-0.3)

     Tropics
6.2

(-0.3)
8.0

(-0.4)
9.4

(-0.4)

850hPa Wind RMSVE(m/s)




     Tropics
4.5

(-0.1)
5.5

(-0.4)
6.2

(-0.5)
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