Annual WWW Technical Progress Report on the GDPS for 1999

CZECH  REPUBLIC

 Czech Hydrometeorological Institute

1. Summary of highlights

The Czech Hydrometeorological Institute (CHMI) provided environment for the operational and research activities of the RC LACE  (Regional Centre for Limited Area modeling for Central Europe). The high-resolution, limited area ALADIN/LACE model has been routinely computed twice a day by the RC LACE Operational Team on the CHMI’s supercomputer NEC SX-4. 

Progress has been achieved in implementation of the MEDIA model of radioactive air pollutant dispersion, developed by Météo-France. 

A  considerable effort was devoted to tests of all programs regarding year 2000 compliance.

2. Equipment in use at the centre

The data processing centre is equipped with a vector super-computer NEC SX-4C/3A, and with ICL servers DRS 6000 level 764, DRS 6000 level 54 and DRS 6000 Super Server K connected via a local area TCP/IP network Ethernet and FDDI to Sun SPARC 10 model 512, two Sun SPARC 2 and ten Sun SPARC 1+ workstations. Archiving and backing up activities are planned to perform on a new Sun ENTERPRISE 250 server connected to the Qualstar TLS4660 tape robot (max. native capacity 4TB).  Another server, Sun ULTRA ENTERPRISE 450, was installed in 1999. It is used for Oracle and Ingress database servers. 

The MSS at the RTH Prague is represented by a doubled system with the Data Base Processor CPU-Intel Pentium.

3. Data and products from GTS in use

Following reports and products received from GTS are used at Czech Hydrometeorological Institute:

SYNOP-5500, SHIP-1600, TEMP-2000, TEMP SHIP-200, PILOT, BUOY, CLIMAT, CLIMAT TEMP, BUFR-500, GRIB-500, GRID-3000, T4-200. The figures, if included, represent approximate numbers of daily received bulletins for each type of data and products.   

4. Data input system

Data input system is fully automated.

5. Quality control system

Surface observations are subjected to automatic quality control at the observations sites with regard to internal consistency, the climatological limits and adherence to the prescribed coding procedures. The upper-air observations are fully automated, quality control included. At the data processing centre, national SYNOP reports are monitored in real-time for completeness and timeliness. 

Incoming surface data are checked for incorrect code format and impossible values, data with obvious errors being excluded.

6. Monitoring of the observing system

Surface and upper-air observations from the zone of responsibility of the RTH Prague are monitored in real time. 

7. Forecasting system

The ALADIN/LACE model is the primary tool of short-range weather forecasting at the CHMI. The model is run twice a day up to 48 hours. Its products are used not only at the national level, but they are also transmitted to the other RC LACE members (Austria, Croatia, Hungary, Slovakia and Slovenia). For initialization and description of the ALADIN model, see RC LACE Annual WWW Technical Progress Report on the GDPS for 1999.

Besides the ALADIN/LACE products, also NWP products from Bracknell, Offenbach, Reading and Washington are used for weather forecasting.   

8. Verification of prognostic products

Verification of ALADIN/LACE products against observations are available operationally for internal purposes of the RC LACE members.

9. Plans for the future

The main effort will be devoted to further development of the ALADIN model in frame of RC LACE. The CHMI plans to implement a high-resolution version of ALADIN embedded to ALADIN/LACE on a Czech domain for short-range and very short-range forecasting purposes.

The MSS at the RTH Prague is planned to be exchanged by the end of 2000. 

Regarding equipment of the data processing centre, another new server will be needed to use the Oracle database server for the main part of data management operations.

