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Summary and purpose of document

This document contains the information on the current status of regional aspects of the GDPFS in RA II, especially for nine member countries of all RAII member countries. 


Action Proposed  

The meeting is invited to :
(a) take note of the present document;

(b) Propose any corrections or additions if necessary to the status report ; 
Overview 

GDPFS regarding Numerical Weather Prediction (NWP) is certainly beyond the scope of simple prediction of natural hazards and severe weather – it is now regarded as an important element affecting a nation in many socioeconomic aspects. It should acquire both advancement of core infrastructure and supercomputing power required to develop a highly reliable NWP system where observations, data analysis and forecasting are tightly integrated. To meet these demands, many member countries in RAII are trying to improve their infrastructure and numerical models for NWP system under the GDPFS program of WWW.   This document depicts current status of regional aspects of the GDPFS in RAII, especially for 7 countries, China, HongKong China, Iran, Japan, Republic of Korea, Malaysia and Pakistan which are relatively advanced member countries or the developing countries in these days for GDPFS affairs of all RAII member countries to provide the basis of the further studies or projects regarding GDPFS. To achieve the goal of GDPFS, the network is also important as much as computer systems in each member countries.  Most member countries in RAII already built high speed network enough to exchanging a tremendous amount of data.  However, a couple of countries in RAII such as Cambodia and North Korea have plenty of room for improvement of network status.  Thus, GDPFS programs should consider this status and should do its best to provide the greener pastures for network environment of a couple of developing countries in RAII.
1. Equipment in use for GDPFS
[Information on the major data processing units and network system to depict the infrastructure of NWP system for each member country which operates NWP system]

Only four member countries China, HongKong China, Japan and Republic of Korea in RAII are using supercomputer systems along with the high speed network for their own NWP affairs.

1.1 China Meteorological Administration (CMA)
· CMA imported IBM CLUSTER 1600 parallel computer system in 2004. The new system mainly serves as the platform for running operational short-term climate model、global weather model and some other high-resolution regional weather forecast models.

· The high performance IBM CLSUTER 1600 system consists of 376 calculate nodes、3152 calculate CPUs、8224GB memory、8 I/O nodes and 128TB capacity of disks. Its theoretic peak performance is 21 TFLOPS.

· CMA upgraded its internet connection by linking with CSTnet (China Science and Tech network) via 1Gbps access line and 100Mbps protocol rate. It is being used for supporting TIGGE data exchange between CMA and ECMWF, NCAR in2006.
1.2 Hong Kong Observatory (HKO)
The current computer systems at the HKO with their major characteristics are listed below:
[image: image1.png]Machine Quantity | Peak performance No. of Memory Year of
CPU Installation
Galactic SuperBlade 1 432.0 GFLOPS 60 124 GB 2006
IBM p630 cluster 1 96.0 GFLOPS 20 40 GB 2004
IBM p690 1 140.8 GFLOPS 32 48 GB 2003
IBM SP 1 66.0 GFLOPS 44 31GB 2001
CRAY SVI-1A 1 19.2 GFLOPS 16 8 GB 1999





· The Galactic SuperBlade server cluster is used to support the R&D of nowcasting and NWP systems, including the NonHydrostatic Model (NHM), 4DVAR Data Assimilation System (DAS) and Weather Research and Forecasting (WRF) model.

· The IBM p630 server cluster is used to provide backup computing resources during contingencies, to operate a global-regional climate model suite and to support development of NWP systems.

· The IBM p690 server is used to support the operation of the HKO nowcasting system, the trial operation of NHM and the Rainstorm Analysis and Prediction Integrated Dataprocessing System (RAPIDS) as well as their related R&D activities.

· The IBM SP cluster is used to conduct various data acquisition and processing activities in support of operations of the forecasting office. Besides, it also provides a platform for the trial operations of the Message Passing Interface version of the Regional Spectral Model (MPIRSM) and the Local Analysis and Prediction System (LAPS).

· The CRAY SV1-1A is used to run the analysis and forecast system of the Operational Regional Spectral Model (ORSM).

1.3 Islamic Republic of Iran Meteorological Organization (IRIMO) 

Two PC-Cluster systems: 

· 8-Nodes with dual 3.8GHZ Intel CPU for research in research center. 

· 32-Nodes with dual 3.2GHZ Intel CPU for operational in 2007. 

1.4 Japan Meteorological Agency (JMA)
The Computers for numerical analysis and prediction of JMA were upgraded on 1 March, 2006.  The computers are located at the Headquarters in central Tokyo and Office of Computer Systems Operations in Kiyose City, which is about 30 km west from the Headquarters. The two sites are connected via a wide area network. Major features of the computers are listed in below.

· Supercomputers (Kiyose) HITACHI SR11000/K1

Number of nodes:    160 (80 nodes x 2 subsystems)

Processors:              2560 POWER5+ processors (16 per node)

Performance:           10.75TFlops per subsystem (134.4GFlops per node)

Main memory:           5.0 TB per subsystem (64 GB per node)

Attached storage:     HITACHI SANRISE 9585V (6.8 TB per subsystem)

Data transfer rate:        8.0 GB/s (one way),

16.0 GB/s (bidirectional) (between any two nodes)

Operating System:       IBM AIX 5L Version 5.2
· UNIX servers (Kiyose) HITACHI EP8000/570

Number of nodes:        3

Performance:              85 SPECint rate 2000 per node

Main memory:             16 GB per node

Attached storage:        HITACHI SANRISE 9533V (1.4TB)

Operating System:      IBM AIX 5L Version 5.2
· Workstations (Kiyose) HITACHI HA8000/130W

Number of nodes:       18

Performance:              18.2 SPECint rate 2000 per node

Main memory:             4.0GB per node

Operating System:      Red Hat Enterprise Linux ES release 3

· Storage Area Network (Kiyose) HITACHI SANRISE 9585V

Total storage capacity: 22.9 TB
· Automated Tape Library (Kiyose) StorageTek PowderHorn 9310

Total storage capacity:    0.9 PB

Tape drives StorageTek: 9940 B (6 drives)
· Workstations (HQ) HITACHI HA8000/130W

Number of nodes:       11

Performance:              10.7 SPECint rate 2000 per node

Main memory:             1.0 GB per node

Operating System:      Red Hat Enterprise Linux ES release 3

· Network Attached Storage

Total storage capacity:  3.0 TB (HQ) + 21.0 TB (Kiyose)

· Wide Area Network (between HQ and Kiyose)

Network bandwidth:      200 Mbps (two independent 100 Mbps WAN)

1.5 Korea Meteorological Administration (KMA)
The supercomputer Cray X1E3/192L is dedicated for the operation of the short, medium, and longrange numerical weather prediction including climate simulation.  The Cray X1E system has been used for development of high resolution numerical models for more accurate forecasts, realization of KMA’s “Digital Forecasting System” through exploitation of digital technology, and enhancement of the medium to long range forecasting service. 
· The system is composed of the main compute server of 8 Cray X1E cabinets, login servers, pre-post servers and storage system. 
· The theoretical performance of the compute server is 18.5 Tflops, more than 90 times "1st Supercomputer system" which had the theoretical performance  of 0.2 Tflops. 
· The sustained performance of the new system is 15.7 Tflops, putting it at the 16th position among the world’s most powerful supercomputers. 

· The X1E system is a liquid cooled parallel vector processor system. 
· Each X1E module contains four Multi-streaming processors (MSPs) and has 16 GB of UMA (Uniform Memory Access) shared memory. 
· Each MSP has 4 scalar and 4 vector processors sharing a cache chip placed in an MCM (Multi-Chip Module). 

· To maintain the system in more secure environment with constant electricity, constant temperature and constant humidity, the system is housed in an IDC (Internet Data Center), external to KMA. Communication between the places is through four one-Gigabit dedicated lines. 

· Major features of Supercomputer: Cray X1E3/192L

Peak Performance:           18.5 T Flops

Memory:                            4.096T bytes

Single CPU performance: 18.08G flops

Direct attached Storage:    62T bytes

SAN Disk:                          20Tbytes

1.6 Malaysian Meteorological Department (MMD)
· The High Performance Computing Cluster

Two units of Dual Processor Head Management

 Nine units of Quad Processor Compute Node

Two units of High Capacity Storage (2.4Tb and 8Tb) with raid 6 configuration

One unit of Gigabit Ethernet Switch

One KVM (Keyboard, Video and Mouse) Switch

· The two head management nodes are Transport GX28 servers and the nine compute nodes are Transport TX48 servers. 
· Processors used in the Head Management and Compute nodes are single core 2.2GHz AMD Opteron.
1.7 Pakistan Meteorological Department (PMD)
· Grid Rack Computing System from HP 
· The total peak performance of the whole platform can reach 56 GHz in full configuration. 
· Major features of the system 

Hp Rack Mount Servers (9 Nodes) 
Management Node (Nos 01) 
Hp Proliant DL380 G4 3.4GHZ double processors 2MB-HPM AP SERVER 4 Gb RAM 

72.8 Gb Hard Drive (ULTRA 320 SCSI) Nos. 02 

Compute Node (Nos 08) 
Hp Proliant DL380 G4 3.4GHZ dual processors 2MB-HPM AP SERVER 

4 Gb RAM 

72.8 Gb Hard Drive (ULTRA 320 SCSI) 

Operating System 
RedHat Enterprise Linux ES 4 Update 2 

Internet Connectivity 
FiberOptic512kb 
· Dell Prolient Servers 380 are put place for in real-time operation in 2005. 
· Dell Systems are being used for domestic communication, namely, reception, processing and dissemination operations of domestic meteorological data. 

2. Global models operated in RAII
Only 3 countries, China, Japan, and Korea, in RAII have run operationally their own global models including EPSs for medium range forecast.  Other member countries have no specific plans for global models in the near future.
2.1 China Meteorological Administration (CMA)
· CMA is in operation using T213L31 for global model. 
· From December 14,2007, TL639L60 run in quasioperation with a horizontal resolution of T639 (30 km) and 60 vertical levels (top at 0.1 hPa)，and time step is 600s. Parameters modification for cloud microphysics and cumulus are upgraded to overcome large bias in precipitation.
In analysis and data assimilation,

· The Gridpoint Statistical Interpolation (GSI) data assimilation scheme introduced from NECP was developed and run in operational since December 2007. 
· It is 3D variational data assimilation scheme.  
· The conventional observational data from GTS and the NOAA satellites ATOVS 1b data are assimilated.  
· Compared with T213_OI NWP system, the T639_GSI system can improve the prediction by 1.5 to 2 days in south hemisphere and near 1 day in north hemisphere.
In research,
· The new global data assimilation system GRAPES_GAS has been developed based on 3D variational method. 
· The GRAPES_GAS is running continuously for more than one year together with the new global forecasting model GRAPESGlobal. 

· At present, GTS data and ATOVS NOAA15 、16 、17 radiance observations are applied. 
· This system will be put into operation by the end of 2008. 

· For purpose of developing GRAPES global 4DVAR system, the coding and accuracy evaluation of the global tangent linear and adjoint model have been finished.

2.2 Japan Meteorological Agency (JMA)
· The specifications of the operational Global Spectral Model (GSM0711; TL959L60) are summarized in below.  
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· In November 2007, the resolution of the GSM was increased from TL319L40 to TL959L60 with a topmost level raised from 0.4 hPa to 0.1 hPa. 
· The numerical integration scheme was renewed from leapflog scheme to two timelevel scheme. A new high resolution analysis of seasurface temperature and sea ice concentration started to be used as ocean surface boundary conditions. 
· A convective triggering scheme was introduced into the cumulus convection parameterization. 
· A new 2dimensional aerosol climatology derived from satellite observations started to be used for the radiation calculation 

· JMA runs the GSM four times a day (00, 06, 18UTC with forecast time of 84 hours and 12UTC with that of 216 hours).

In analysis and data assimilation,
· A four dimensional variational (4DVAR) data assimilation method is employed for the analysis of the atmospheric state for the JMA Global Spectral Model (GSM). 
· The control variables are relative vorticity, unbalanced divergence, unbalanced temperature, unbalanced surface pressure and the natural logarithm of specific humidity. 
· In order to improve the computational efficiency, an incremental method is adopted, in which the analysis increment is evaluated first at a lower horizontal resolution (T159) and then it is interpolated and added to the first guess field at the original resolution (TL959). 

· Global analyses are performed at 00, 06, 12 and 18 UTC. 
· An early analysis with short cutoff time is performed to prepare initial conditions for operational forecast, and a cycle analysis with long cutoff time is performed to keep the quality of global data assimilation system. 

· The global land surface analysis system has been operated since March 2000 to provide initial conditions of land surface parameters for the GSM used in the medium range forecasts. 
· The system includes the daily global snow depth analysis to obtain an appropriate initial condition of  now coverage and depth. 
· The incremental nonlinear normal mode initialization (NNMI) and the vertical mode initialization were introduced in February 2005, while the GSM used in the ensemble prediction system employs the conventional NNMI. 
· The nonlinear normal mode initialization with full physical processes is applied to the first five vertical modes. 

· A spatial resolution of the global analysis was upgraded from TL319L40 to TL959L60 in November 2007. The cutoff time of cycle analysis was shortened by 20 minutes to save computational time
2.3 Korea Meteorological Administration (KMA)

· The specifications of the operational global model (GDAPS: Global Data Assimilation and Prediction System, T426L40) is in below;
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In analysis and data assimilation,
· The major characteristics of the operation global 3dVar are in below;
• The analysis resolution : T426L40

• The inner loop resolution : T106L40

• The analysis domain top : 0.4 hPa

• The climatologic constraint of zonal averaged vorticity is applied in the cost function formulation.

• The 1 hour interval FGAT is applied to reduce the error caused by the time difference between observation and background.

• The moisture profile which is selected based on the cloud information derived from MTSAT1R imaginary data and the profile is assimilated in 3dVar.

• The direct assimilation of ATOVS radiance data (level 1D type) is embedded in the 3dVar system. 

• Sea surface wind data retrieved from the QuikSCAT satellite is assimilated using the PBL operator that is based on the MRF PBL method.

• A Nonlinear Normal Mode Initialization (NNMI) with full physics is performed to suppress the amplitude of high frequency gravity waves.

· There were several main improvements and changes about the data assimilation and initialization in 2007. 
· The unified 3dVar which could be used for both global and region model had been developed by expanding NCAR WRF3dVar and was introduced to KWRF 10km operational cycle. Introduction of data assimilation by the unified 3dVar improved the performance of KWRF. 
· In case of the global unified 3dVar, several modifications such as version upgrade and tunning were applied and its performance is being evaluated. 
· The unified 3dVar shares the observation operators and other possible transform operators for global and regional application to save the developing effort when new observation data is assimilated into both global and regional model at the same time. 
· The vertical decouple of background error is executed by applying the empirical orthogonal function and the physical decouple is accomplished by introducing the unbalanced velocity potential, unbalance temperature, unbalanced surface pressure to the stream function. 
· For horizontal decoupling of the background error, regional application uses recursive filter while the global application uses wave decoupling. 
· The MODIS polar wind data were assimilated in the global 3dVar. 
· The forecast performance was verified and showed the positive scores in the Northern Hemisphere. 
· Typhoon bogusing process was applied to KWRF and the impact was tested. 
· The typhoon bogus module was brought from KMA GDAPS. 
· GDAPS typhoon bogus uses the Fujita (1952)’s formula to correct the sea level pressure with the typhoon observation data in the typhoon area. 
· The distance error of typhoon center location was decreased and the typhoon intensity forecast was improved a little bit with typhoon bogus. 
· The QuikSCAT Data Products (Level 2.0), which have been processed and distributed by the NASA Jet Propulsion Laboratory (JPL), were assimilated in KWRF and its impact was evaluated. 
· The data assimilation cycle with thinned QuikSCAT data provided more improved typhoon track forecast than the one without QuikSCAT.

3. Regional models operated in RAII 
3.1 China Meteorological Administration (CMA)
· In December 2007, the Global and Regional Assimilation and Prediction System for mesoscale (GRAPeSMeso) with 15km resolution has been set up as the quasioperation regional data assimilation forecast system in NMC. 
· The GRAPeSMeso operational system with 30km resolution was replaced in early 2008. 
· The new version GrapesMeso system is the same with the prior one except the resolution. 
· CMA is also still operating NMC-MM5 as a regional model.
In analysis and data assimilation,

· From 2006 July, the Global and regional assimilation and prediction system for mesoscale (Grapes10 meso) has been as the operation regional data assimilation forecast system in NMC. 
· HLAFS025 system had not been used. 
· The horizontal resolution of Grapes-meso system is 30km, vertical pressure coordinate is 17 layers. 
· The multi-variable three-dimension incremental analysis is applied for streamfunction, uncorrelated velocity potential, unbalanced mass variable (p/M) and relative humidity. 
· The first guess fields for cold starting and the boundary conditions for the assimilation model, including geopotential height, zonal and meridional wind and relative humidity are interpolated from the global model forecast field (T213L31). 
· Then the following first guess fields are provided by the 6-hour forecast of the regional data assimilation model itself.

In research,
· Pressure level analysis of regional GRAPES3DVAR has been changed to model vertical coordinate level analysis. 
· Positive impact of this change was obtained, especially on the rainfall forecast.

· Development of regional GRAPES4DVAR system has been finished. Impact on the mesoscale forecast is being conducted.

3.2 Hong Kong Observatory (HKO)
HKO is running operationally 3 regional models, ORSM, MPI-RSM, and NHM.
· Major features of ORSM is in below;
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· The characteristics of MPIRSM are identical to those of ORSM, except that the number of model levels is increased to 40.
· Major features of NHM is in below;
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3.3 Islamic Republic of Iran Meteorological Organization (IRIMO) 

· The MM5 modelling system is adopted for operational short rang (up to 3 days) forecasts over Iran. 
· model configuration is as follows: 

Dynamics: None hydrostatic with three dimensional Coriolis force  

Main prognostic variables: u, v, w, T, p, and q 
Central point of the domain: 30N, 50E 
Number of horizontal grid points: 150 and 120 grid points for x, y respectively 
Horizontal grid distance: 30 km 
Number of vertical levels: 23 half sigma levels 
Horizontal grid system: Arakawa B grid 
Time integration scheme: Time-splitting 
Physical parameterizations: 
Blackadar PBL scheme 
Betts Miller convection scheme 

3.4 Japan Meteorological Agency (JMA)
JMA is running operationally 1 regional model, MSM

· JMA stopped operating the RSM when the horizontal grid spacing of the GSM became 20 km in November 2007. The GSM now supports the shortrange forecasting as well. 
· MesoScale Model (MSM) In May 2007, the forecast time of the MSM was extended from 15 hours to 33 hours at 03, 09, 15 and 21UTC initial time and the MSM0603 is replaced with the upgraded model (MSM0705). 
· With the retirement of the RSM in November 2007, JMA started nesting of the MSM into the GSM. 
In analysis and data assimilation,

· A fourdimensional variational (4DVAR) data assimilation method has been employed since 19 March 2002 for the analysis of the atmospheric state for the JMA MesoScale Model (MSM) with a six hour assimilation window. 
· Radar-Raingauge Analyzed Precipitation data in addition to conventional data are used for assimilation. 
· The control variables are surface pressure, temperature, unbalanced wind and specific humidity. 
· In order to improve the computational efficiency, an incremental method is adopted in which the analysis increment is evaluated at a lower horizontal resolution (20 km) and then it is interpolated and added to the first guess field at the original resolution (10 km).
3.5 Korea Meteorological Administration (KMA)

· KMA runs the Regional Data Assimilation and Prediction System (RDAPS) twice a day. 
· The RDAPS was constructed based on the NCAR/PSU mesoscale model (so called MM5) and has been operated since 1997. 
· At the beginning of its operation the RDAPS had single domain of 30km grids and 33 vertical layers. 
· After going through updates for about 7 years, the RDAPS has been frozen since 2004 with current features of the RDAPS. 
· Currently, the RDAPS features 2 nested domains (10km, 5km), nonhydrostatic dynamics, etc. 
· Following table illustrates key features of the RDAPS. The 30km domain covers East Asia region and forecasts for 66 hours. 
· Because it also covers much of North Pacific Ocean, the RDAPS 30km is utilized in Typhoon Track and intensity forecasts in the Typhoon season when a typhoon nears Korean peninsula. 
· The 10km domain covers Korean peninsula and its encompassing areas. It has its own analysis cycle using 3dVAR technique. 
· The 5km domain covers South Korea. 
· The 10km and 5km domains are for prediction of high-impact weather and forecast for 24 hours. As of May 15, 2007, 
· KMA began to operate WRF based regional modeling system in parallel with the RDAPS.
· The major features of RDAPS are in below;
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3.6 Malaysian Meteorological Department (MMD)
· MMD is running MM5 for regional model. The major features of the model are in below;

Basic Equations: Primitive Equation System

 Independent Variable: Horizontal Wind, Pressure, Temperature, Relative Humidity and Geopotential Height

 Numerical Technique: Non Hydrostatic, Finite Difference Second Order horizontal and vertical discretization, Second Order Leapfrog timestep scheme though some terms like the soundwave terms and planetary boundary layer tendencies are handled using a time splitting scheme.

Horizontal Resolution: Larger domain is 36km and smaller domain is 12km. Larger domain consists of 154 by 154 grid points and the smaller domain consists of 220 by 130 grid points. 23 vertical levels.

 Time step: 108 seconds

 Shallow convection

 Radiation: Accounts for long wave and short wave interactions with explicit cloud and clear air

 Atmospheric Moisture: Predicts cloud and rain water fields explicitly. Ice phase processes also considered.

 Cumulus Parameterization: The basis for the larger domain is moisture convergence, tending to produce more convective precipitation compared to resolved scale precipitation and moistening dependent on relative humidity. The basis for the smaller domain is rate of destabilization or quasiequilibrium, singlecloud scheme with updraft and downdraft fluxes, tends to allow a balance between resolved scale precipitation and convective precipitation and considers shear effects on precipitation.

3.7 Pakistan Meteorological Department (PMD)
· The weather forecasting model in use is High-resolution Regional Model (HRM). 
· Deutscher Wetterdienst (DWD) provided this comprehensive package to Pakistan Meteorological Department. 

72.8 Gb Hard Drive (ULTRA 320 SCSI) 

Operating System 
RedHat Enterprise Linux ES 4 Update 2 

Internet Connectivity 
FiberOptic512kb 
· Dell Prolient Servers 380 are put place for in real-time operation in 2005. 
· Dell Systems are being used for domestic communication, namely, reception, processing and dissemination operations of domestic meteorological data. 

4. Very Short Range Forecast  operated in RAII 
This part focuses on only three VSRF systems since there are only three countries, China, Japan and Korea, which operate VSRF system in RA II.
4.1 China Meteorological Administration (CMA)
4.1.1 GRAPES (Global and Regional Assimilation and Prediction System)-Based Nowcasting System 
GRAPES_SWIFT design and Progress: The motivations are to exploit the potentials of GRAPES for (1) improving the warning of mesoscale severe weather events in advance of 3-6hr; (2) promoting the application of remote sensing and in situ data to monitoring meso scale weather systems; meeting the needs of high quality weather services for Beijing Olympic Games 2008. 
The GRAPES_SWIFT system structure consists of: (1) Data Input: Conventional observation ( RA & Synop ), AWS, Weather Radar, Satellite, Profiler, Lightning positioning, GPS, Aircraft; (2) Data Analysis: Quick look at basic elements: (Qlable) usage of Initializing NWP, First Guess of SA, CA, and Background of system id and forecast; Surface Analysis: (SA) usage of Initializing NWP, System id and forecast, display; Cloud Analysis: (CA) usage of NWP hot start, System id and forecast, display. The domain of GRAPES_SWIFT is movable. Currently, it is mainly tested in Beijing area and Guangzhou area. GRAPES_SWIFT is hourly run for 0~12 hrs forecast. It provides the outputs of 10m-wind, precipitation, temperature, and so on, in hourly interval.

4.1.2 Research performed in VSRF
Since the early of 2006, a Rapid Update Cycle system (WRF_RUC) is beginning to be developed in NMC. The WRF_RUC system is based on WRF model and assimilation system, with a 3-h intermittent assimilation cycle, in which a new analysis is produced every 3-h using the previous 3-h forecast as a background. In order to suppress the high-frequency oscillation caused by the dynamic imbalance of analysis fields in the beginning period of the assimilation model integration, the digital filtering scheme (Lynch 1992) have been developed for WRF_RUC system. The data used for data assimilation system include the exchanged observation data from GTN and NTS. Table 1 gives the data list used for this system.

Table 1. The data used for WRF_RUC system
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Record
TEMP Height, Temperature, Humidity, Wind
PILOT Wind
SYNOP Pressure, Temperature, Humidity, Wind
SHIP Pressure, Temperature, Humidity, Wind
STAOB Wind
AIREP Wind, Temperature
RADAR VAD winds(WSR_88Ds), Reflectivity
GPS Precipitable water vapor





The domain of analysis system covers South of China，with a horizontal resolution of 15km and 35 levels in the vertical. In rainfall season of 2007, this system will be tested to provide short range forecast products (3-h, 6-h and 12-h forecast) every day. A specific high resolution GRAPES_Meso was developed for GRAPES_ SWIFT. It is a three-one-way nested model: the outer model with grid size of 36km using F.G. and L.B.C. from the operational global model for 24 hrs forecast; the middle model with grid size of 12km using L.B.C. (F.G. from the model -12km itself) from the model-36km for 12 hrs forecast; and the inner model with grid size of 3km using the initial fields and L.B.C. from the model-12km for 6 hrs forecast. The outer model is run with a coldstart using GRAPES_3DVAR for assimilation. The middle model is run with a continuous cycling of GRAPES_3DVAR assimilation system. The inner model is run without data analysis and assimilation.

4.1.3 Planned Research Activities in Nowcasting
The GRAPES_Based_Nowcasting system GRAPES_SWIFT will continue to be further tuned in the extrapolation algorithm and rapid updated cycling of data assimilation. GRAPES_SWIFT and GRAPES_MEPS will participate in the second trial of B08FDP/RDP in 2007, and will be run in real time in 2008 during B08-Olympic Games.
4.2 Japan Meteorological Agency (JMA)
4.2.1 Nowcasting and Very Short-range Forecasting Systems (0-6 hrs) 
JMA has been routinely operating a fully automated system of precipitation analysis and very short-range forecasting to monitor and forecast local severe weather since 1988. In addition to these, JMA has been operating ‘Precipitation Nowcast’ since June 2004. 

The system has three products as below: 

(1) ‘Radar-raingauge Analyzed precipitation’ (hereafter R/A)*, which is 1-hour accumulated precipitation based on observation of the radars calibrated half-hourly by the raingauge measurements of the Automated Meteorological Data Acquisition System (hereafter AMeDAS) operated by JMA and other available data, such as raingauges by local governments. 

(2) ‘Very-Short-Range-Forecast of precipitation’ (hereafter VSRF), which is a forecast of 1-hour accumulated precipitation based on extrapolation and prediction of the Meso-scale Model (MSM,). The forecast time of VSRF is from 1 to 6 hours. 

(3) ‘Precipitation Nowcast’, which is a forecast of 10-minute accumulated precipitation based on extrapolation. The forecast time of Precipitation Nowcast is from 10 to 60 minutes. 
* Before 15 November 2006, it was called as ‘Radar-AMeDAS precipitation’. Since then, the radar data of Ministry of Land Infrastructure and Transport (MLIT) are also used for R/A and it is renamed as “Radar-Raingauge Analyzed Precipitation”. JMA is one of the external organs of MLIT, so the “Radar-Raingauge Analyzed Precipitation” belongs to MLIT. 

4.2.2 Nowcasting system (0-1 hr) in operation
Precipitation Nowcast predicts 10-minute accumulated precipitation by linear extrapolation up to 1 hour. Initial rainfall intensity distribution is derived from radar data obtained at 10-minute interval, which is calibrated by raingauge observation. Using the movement vector of VSRF, it predicts precipitation distribution by extrapolation within 3 minutes after the radar observation to support the local weather offices for issuing warnings of heavy precipitation. 

4.2.3 Research performed in nowcasting 
To improve the accuracy of forecasts, we revised the prediction algorism and added an orographic effect on precipitation of VSRF in a simplified form, in which some of its complicated parts are omitted for their long calculation time. The revised version of ‘Precipitation Nowcast’ becomes in operation since October 2006. 

‘Precipitation Nowcast’ uses movement vectors of VSRF which are obtained half-hourly and focused on a forecast in a time scale more than 1 or 2 hours. For the improvement of forecasts, it is desirable to derive movement vectors every 10 minutes using a method suitable for a forecast in a time scale less than 1 hour. We are now developing some simplified and fast calculation methods for movement vector, such as an optical-flow method. 

Table 1 Precipitation nowcasting model 
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4.2.4 Models for Very Short-range Forecasting Systems (1-6 hrs) in operation
4.2.4.1 Radar-Raingauge Analyzed precipitation (R/A) 
R/A is a precipitation distribution analysis with 1km resolution and is derived half-hourly (i.e. every the hour and past half an hour). Radar data and raingauge precipitation data are used to make R/A. The radar data is intensity data of 20 weather radars of JMA and 1(one) radar of the Ministry of Land Infrastructure and Transport (MLIT). The raingauge precipitation data is collected from more than 1300 AMeDAS stations operated by JMA and about 7000 raingauges of MLIT and some local governments. 

After collecting these data, each radar intensity data is accumulated to make the 1-hour accumulated radar precipitation data. Each accumulated radar precipitation data is calibrated with the 1-hour accumulated raingauge precipitation data. The R/A is the composite of all calibrated and accumulated radar precipitation data. An initial field for extrapolation forecast is the composite of calibrated radar intensity data. 

4.2.4.2 Very Short-Range Forecast of precipitation (VSRF) 
The extrapolation forecast and the precipitation forecast from the Meso-Scale Model (MSM; see 4.3.2.1 (2)) are merged into the very-short-range precipitation forecast. Merging weight of MSM forecast is nearly zero at one hour forecast and gradually increased with forecast time to a value determined from the relative skill of the MSM forecasts. 

Table 2 Specifications of extrapolation model 
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The VSRF products are provided at about 20 minutes after the radar observation to support the local weather offices that issue weather warnings for heavy precipitation, and used for forecast calculation of applied products such as Soil Water Index. 

4.2.5 Research performed in VSRF 
In March 2006, JMA has changed the specification of these products, R/A and VSRF. The resolution of R/A was enhanced from 2.5km x 2.5km mesh to 1km x 1km mesh and the resolution of VSRF was enhanced from 5km x 5km mesh to 1km x 1km mesh. To incorporate MLIT radar data with JMA radar, R/A development has been focused on the harmonization of their different characteristics. In November 2006, the first MLIT radar, Hakodake, is incorporated with R/A. The others will be incorporated with R/A by March 2008. 

As for the VSRF, we introduced two type movement vectors; the first is movement vector for heavy rain with fine mesh data, the other is for background precipitation corresponding to large spatial scale with coarse grained mesh data. Watching the precipitation movement, we replace the heavy rain vector with background large scale vector to improve the accuracy of some abnormally remained forecast of heavy rains. To improve the accuracy of forecasts, we are now developing refined orographic effects and some simplified and fast calculation methods for movement vector. 

4.2.6 Development of a verification method of high-resolution QPFs 
The critical success index is known to be inappropriate for the verification of high-resolution quantitative precipitation forecasts when precipitation data are averaged over verification grids. This is because the process of averaging smoothes out the peak of the grid value of precipitation which might be represented better in the high-resolution model. To mitigate this problem, we propose the precipitation area score (PAS) which can assess both the intensity and the coverage of precipitation forecasts the same time. 

The PAS is defined as the mean square error of ratio of precipitation area over the threshold in verification grids. This formulation is similar to that of Brier score except using the ratio of precipitation area instead of probability of precipitation. According to the statistical verification with PAS, the MSM0705 (under development) with grid spacing of 5km apparently shows the better performance than the RSM with grid spacing of 20km, even for the threshold where the threat score of MSM0705 is poorer than that of RSM. The PAS makes the disagreement small between the subjective verification and the objective verification. (Segawa and Honda, 2007) 

4.3 Korea Meteorological Administration (KMA)
4.3.1 The operational very short range forecast of precipitation and its hydrological applications in Republic of Korea (METRI of KMA)
4.3.1.1 Introduction

The Very-Short-Range Forecast of Precipitation (VSRF) system has been operated by the Japan

Meteorological Agency and provides forecasts for lead times up to 6 hours with a spatial resolution of 5 km. The displacement vectors for forecasts up to 3 hours are derived using a pattern matching method that takes into account orographic enhancement and dissipation of rain. To extend the lead time up to 6 hours the extrapolation method is merged with forecasts derived from a mesoscale numerical weather prediction model depending on the accuracy for both forecasts over the last few hours. National Institute of Meteorological Research (METRI) in Korea Meteorological Administration (KMA) has been modifying and optimizing the JMA VSRF model to test the feasibility as a short-time forecasting tool of precipitation for Korea since 2003. A brief description of modified KMA VSRF and the results of performance test are given in section 2 and 3, respectively. In section 4, it is shown the verification of mean area precipitation forecasted by VSRF model for the hydrological application and evaluated the performance of the hydrological runoff model when the forecasted precipitation field (6 hour ahead) by VSRF model is used input data.

4.3.1.2 Overview of VSRF model

The radar data from 10 operating radar sites, 600 rain gauges data near radar and the outputs of KMA regional mesoscale model, RDAPS (Regional Data Assimilation and Prediction System), are used as input data of VSRF model. The VSRF model consists of two main processes which are the quantitative radar precipitation estimation, the forecast of precipitation by simple extrapolation method up to 3-hour and merging with numerical prediction model for 6-hour, respectively.

Table 1. Description of VSRF initial data.
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KMA has been improved the Window Probability Matching Method (WPMM, Rosenfeld et al., 1993) to estimate quantitative precipitation intensity from radar reflectivity. The WPMM based radar quantitative precipitation estimation system called RAR (Radar-AWS-Rainrate) with 1km resolution and the verification system has been operating every 10-minute real time. Therefore the initial radar-AMeDAS precipitation field in JMA VSRF mode was replaced as the radar precipitation by WPMM in KMA.

