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Summary and purpose of document

This document is a brief discussion paper on ways of improving the NWP intercomparison to bring it closer to meeting its intended purpose: A completely fair and standardized evaluation of the quality of deterministic forecasts from NWP centers
Action Proposed

The meeting is invited to discuss the options and suggestions presented in the document, and make recommendations on which route to follow. 

Towards a truly standard and fair intercomparison of NWP model forecasts

Laurence Wilson

Joint Working Group on Forecast Verification Research

The problem:

The CBS deterministic model intercomparison project has been justly criticized for its lack of true standardization.  “True standardization” can be achieved only if all the models are compared against exactly the same “truth” dataset at every verification time and place. And, the truth dataset must not be influenced by any model in the comparison in order for the verification to be fair.  The current practice falls short of true standardization and fairness in the following ways:
1. Verification against analyses:  To be fair to all centers, each center verifies against its own analysis in the present system.  This is fair and equitable, but not standard, since analyses from different centers differ mainly because of differences in the underlying model climatology (the background field for the analysis).  Furthermore, different analyses will be at different effective resolutions.  As a result, one cannot be sure that the differences seen are truly differences in model accuracy. Verification against analysis also overstates the quality of the forecasts for all centers.
2. Verification against observation data (both with respect to radiosondes and for surface verification): a) Failure to use the same set of verification data points.  Although a “standard list” is established by ECMWF, it may not be used or promptly updated by all centers.

b) Allowing centers to use their own quality control (usually based on the assimilation system) to qc the observations, leading to variations in the actual observation dataset used from day to day, and overstatement of the forecast accuracy.

3. Establishment of the “standard” station set.  This is probably not done fairly now since the standard station list is set by one of the participating centers, using qc information involving their model.

4. Technical glitches associated with the distributed nature of the verification.  Since each center does its own verification, datasets used in the verification will vary from center to center due to missing forecasts, missing observations, differences in interpolation and other technical problems.
5. The “standard climatology” (from ERA interim 20 years) also involves a model from one of the participating centers.  This will skew the results from scores which use climatology.

What can be done?

1. True standardization would be easiest to accomplish if the verification were to be centralized.   Following a suggestion of Marion Mittermaier, I’d recommend the verification be done at 2 centers independently, both for validation and for backup purposes.  Each of the participating centers would submit their model data for the variables being verified, and their own analyses for verification against analysis.  Verification against observations would be done with respect to a standard set of station data.  This data must either be quality-controlled independently of all models in the intercomparison, or centers would also have to submit complete information on the subset of the standard set of stations which passed (or failed) their own qc for each verification time.  The centers which perform the verification would then use only the common set of station observations at each verification time.
2. Whether or not the verification is centralized, the verification with respect to analyses can be made more standard by invoking ensemble verification methods:  The set of analyses would be considered as an ensemble, and the continuous rank probability score would be applied to the distribution function of the analysis values with respect to each center’s deterministic forecast.  The result is the MAE for each forecast, incorporating the uncertainty in the analysis.  This is justified on the basis that each center’s analysis, if consistent with the available data, is a possible true state of the atmosphere at analysis time.

3. If it is decided that the verification must be distributed, as it is now, then steps can be taken to move towards standardization: a) For verification against stations, submit a binary table each month showing which stations were used at each verification time, along with the verification results.  Simple comparison of these tables over a few months will give a feel for the true differences in the verification datasets.  Then it would be possible to redo the verification on the “largest subset” of common data in order to produce a true standard.

b) Continue to work to ensure that all the verification procedures are identical, perhaps by exchanging code where that is practical, but at least by exchanging algorithms, and strictly adhering to the standards set by the CG.
c) Follow suggestion 2 above for verification with respect to analyses.

4. The “standard” climatology should be estimated from historical data from the individual stations used in the verification with respect to station data (The GCOS network).  If thought useful, the climatology could be analyzed using a method which is independent of models.  The analysis and verification should be carried out only in areas where there is sufficient data to do so.
