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META-T Goals

Originally a request from OOPC to collect
manage and dlstrlbute Metadata from

both

M data streams
imate.requirements




META-T Goals

e Sensor and Platform characteristics including calibration,
installation configuration, reporting characteristics etc.

Jr ﬂﬂ—

e Sequence of events leading up to the data as it exists on your
desktop
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e Sources and types of data, including algorithms, that
characterize a collection (e.g. icoads)
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META-T Process

o Start with user group surveys to help define
requwements M ——
2 responses and group the metadata
0 subgroups depending on when

’- A53|gn the metadata needed in real time to the
S GTS,gr@ulg_,-) Bm -




~"How to get the effort moving again?

* For each data stream, analyze the steps and
determine what information we have access
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e GTS Distribution
e Anything not coming
from the ship must be

available in real time
on a server

2 o Less time sensitive
Y * Should be available as

soon as it is known in a
central repository

* Delayed mode updates
to Pub47 for example

* Any other information
that is needed to
ensure the long term

preservation of the
data at an archive
center
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Sensor/Platform View of Data Lifecycle
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Sensor/Platform View of Data Lifecycle Process Data
-RT QC Flags
Sensor Purchase Platform Update -Data Changed Flags
-Sensor Specs -Any element from -Data Encoding Version
-Original Cal. deployment -UniqueMaskingID
-Manufacturer -Platform Status
-Owner

-UniqueSensoriD | patform Deployment |
-Sensor/Platform : Delayed Time Updates
Configuration Receive Data Ashore -RTReport Replaced

-Telecominfo
-Program _ ( DT QC
Relationships -ReportingFileFormat

-ReceivingStnID
-PlatformType
| -PlatformLocation (if -MethodConvertData
fixed) -Recelved DateTime

-Platform Operator
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Platform Assembly ~ : .
o -GTS Bulletin Info
-Sensor/Platform Collect Data y
Configuration B -ObsDateTimePosition

-Sampling Info -Obs Suite
-UniquePlatformID -Averaging/Pretreatment

-TelecomType or ID -UniqueDataReportID
-OtherProgrammatics
g -Data Collection System
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Archive Data
-Submitting Center
-Submission Information Package




Sensor/Platform View of Data Lifecycle Process Data
-RT QC Flags
Sensor Purchase [l Platform Deployment [ Platform Update _Data Changed Flags
-Any element from -Data Encoding Version

-Original Cal. deployment -UniqueMaskingID
-Manufacturer -Program -Platform Status

-Owner Relationships
-UniqueSensorlD -PlatformType Delayed Time Updates

-PlatformLocation (if -RTReport Replaced
-SensorBehavior | fixed) -DT QC
-Platform Operator -Post Calibration

Distribute Data
-GTS Bulletin Info

Platform Assembly
Collect Data

Configuration @ -ObsDateTimePosition

-Sampling Info -Obs Suite

-UniquePlatformID -Averaging/Pretreatment
-UniqueDataReportID

-OtherProgrammatics Archive Data
: -Submitting Center

-Submission Information Package




Example: VOS — There Is extended

metadata available

and no elogbooks

)
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s Ships have elogbooks-and no telecoms
S"nps have nelth
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All imply
mods to
eLogbook
software
and

_~ operational

procedures




Generic Data Flow




* High transmission cost
# Low risk of information loss

* Flexible and able to be done frequently enough for MD to be relevant

* Requires a strategy to match up with observations somewhere down
the path
e SEAS/TurboWin/ObsJMA must be modified

* File size isn’t an issue
* Potentially large MD latency (Need more input from SOT here)
* SEAS/TurboWin/ObsIMA must be modified
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w for national implementations that combine the above




Scenario 2-4: All involve manual
- update

e Allows for more
standardization

e Data entry through same
tool as obs tool

—

e e.g. Pub47 XML Generator

* Requires most manual
entry and effort by PMO




SOS Concept

GetObservation request

GetObservati_on response

Sensoror . =
Collection =

Of SensoEs-._f.




—=|S there anything new here?

e For the VOS in particular, is there anything in the
META-T project that is not simply a reframing of the
same Issues surrounding updating and managing the
Pu

.+ Mi _ Jeh as formatting, Pub47 XML vs.

Standard Metadata Description Schema (SensorML,
1SO)
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* Using Pub47 in real time2- -7~ -
-+ Integrating Pub47 type metadata co
across other ship based systems.— == =
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-~conclusions and Recommendations

Need input from TSG community and better interaction with
the VOS on actual data flow

ion with eLogbook developers to see how we
e metadata collection

an we collect Pub47 submissions more
ol

rly? Pirect access to Esurfmar or
S|m|1ar’> Submision to JCOMMOPS?

For SOOP, need to define & Pub47 analog.

"~ Minor-developments t0 be e expeclied. :NDBC but mostly this
is an unfunded effort, VOMBNTFEERS =

 NMDIS in China is pursi j similare S forthe’'ODAS data
stream. T '




	Metadata Requirements and Management for VOS/SOOP – META-T Pilot Project
	Outline
	META-T Goals
	META-T Goals
	META-T Process
	How to get the effort moving again?
	META-T Categories
	Slide Number 8
	Slide Number 9
	Slide Number 10
	Example: VOS – There is extended metadata available
	Generic Data Flow
	Scenario 1: Ship has telecoms and eLogbook software
	Scenario 2-4: All involve manual update
	SOS Concept
	Is there anything new here?
	Conclusions and Recommendations

