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META-T Goals
Originally a request from OOPC to collect 
manage and distribute Metadata from 
JCOMM observing systems to ensure both 
real time applicability and long term 
preservation of data

Implication was that JCOMM data streams 
were not fully satisfying climate requirements
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META-T Process
• Start with user group surveys to help define 

requirements
• Assemble the responses and group the metadata 

elements into subgroups depending on when 
they are needed in time

• Assign the metadata needed in real time to the 
GTS group BUFR templates

• Begin to draft VOS/XBT BUFR templates
• …



How to get the effort moving again?
• For each data stream, analyze the steps and 

determine what information we have access 
to/and when

• Look at the gaps relative to the initial 
requirements

• Augment the GTS message (BUFR) to contain 
as much metadata as is available at the time of 
distribution

• Create a process that links the delayed mode 
metadata with the real time observation
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Example: VOS – There is extended 
metadata available

• Ships have telecoms and elogbooks
• Ships have telecoms and no elogbooks
• Ships have elogbooks and no telecoms
• Ships have neither

Cost implications…?

All imply 
mods to 
eLogbook 
software 
and 
operational 
procedures
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Scenario 1: Ship has telecoms and 
eLogbook software



Scenario 2-4: All involve manual 
update



SOS Concept
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Is there anything new here?
• For the VOS in particular, is there anything in the 

META-T project that is not simply a reframing of the 
same issues surrounding updating and managing the 
Pub47?  

• Minor things such as formatting, Pub47 XML vs. 
Standard Metadata Description Schema (SensorML, 
ISO)

• Distribution and management timeline?
• Using Pub47 in real time?
• Integrating Pub47 type metadata collection schemes 

across other ship based systems.



Conclusions and Recommendations
• Need input from TSG community and better interaction with 

the VOS on actual data flow
• Need an interaction with eLogbook developers to see how we 

might augment the metadata collection
• For VOS, where can we collect Pub47 submissions more 

frequently than quarterly? Direct access to Esurfmar or 
similar?  Submision to JCOMMOPS?

• For SOOP, need to define a Pub47 analog.  
• Minor developments to be expected at NDBC, but mostly this 

is an unfunded effort, VOLUNTEERS
• NMDIS in China is pursuing similar efforts for the ODAS data 

stream.  
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