ORBCOMM – AN ANTARCTIC EVALUATION
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ABSTRACT

Dunstaffnage Marine Laboratory and the University of Cambridge Scott Polar Research Institute have jointly developed a new ice drifter for studies of ice dynamics and deformation during the critical early growth phase, which is not well imaged by satellites. The buoys use a novel pancake-shaped hull that mimics the shape of young floes, and incorporate both GPS and Argos for position finding. GPS data, transmitted via the new Orbcomm store-and-forward messaging service, are being post-processed to yield accurate velocity fields. The meteorological sensor package is an embedded SVP-B using Argos, entirely separate from other buoy systems to facilitate message insertion on the GTS and ensure data integrity. Other sensors transmit wave spectral data and oceanographic information over the Orbcomm channel. Deployments were made in the Weddell Sea in April 2000.
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INTRODUCTION

Sea ice influences the Earth’s climate in many ways: its high albedo affects the planet’s heat budget; its thermal insulation controls heat and mass fluxes between the atmosphere and the polar oceans, and its role in destabilising the water column through brine rejection may drive deep convection. In addition, variations in the seasonal pattern of sea ice distribution are likely to be sensitive indicators of changes in the heat content of the upper ocean, itself a key marker for climatic change (Wadhams, 1991). The area of the planet’s surface involved is enormous: the sea ice extent in the Antarctic alone varies from a minimum of 4 x 106 km2 at the end of summer to a maximum of 19 x 106 km2 in winter (Figure 1, Gloersen et al, 1992). However, the processes governing ice formation, especially in the outer part of the pack, are not well understood. Moreover, young ice is not well imaged by satellites, thus placing increased reliance on in situ studies such as the one described here.
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In our study, called STiMPI (Short Timescale Motion of Pancake Ice) we deployed an array of drifters in the Antarctic marginal ice zone (MIZ) during the period of ice formation. The array was designed to measure the deformation of the young ice pack and its response to wind forcing and wave action, thus giving an insight into the mechanisms of sea ice growth, and the likely impact on regional heat and mass fluxes. The drifters incorporate wind and temperature sensors, a vertical accelerometer, a GPS receiver and Orbcomm satellite transceiver. Using techniques previously developed during the NERC Land-Ocean Interaction Study (Meldrum 1997, 1999), GPS locations will be post processed to remove the major error components and yield highly accurate relative displacements and velocities (Figure 2). A totally independent meteorological package (a Metocean SVP-B, minus its drogue, but complete with its own batteries and Argos satellite transmitter) is installed to transmit weather data. These data have been disseminated globally in near real time via the GTS for use by national meteorological centres. Data distribution will continue after the drifters have left the ice and entered the Antarctic Circumpolar Current (ACC) and the open waters of the Southern Ocean (Figure 3).

SEA ICE FORMATION
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The general mechanism of Antarctic sea ice formation is as follows. At the approach of austral winter, from March onwards, the sea surface cools and freezing begins seaward of the existing summer ice edge. However, the high turbulence levels in the rough Southern Ocean cause the ice to form as a suspension of small unconsolidated crystals, called frazil or grease ice, which cannot congeal to form a coherent young ice sheet. Cyclic compression in the ocean wave field causes the frazil, as it grows denser, to clump together into small cakes, which acquire raised rims from the pumping of frazil on to their edges during further collisions. This is pancake ice (Figure 4). Initially the cakes are only a few cm in diameter, but grow in size and thickness with distance from the ice edge, until they reach 3-5 m in diameter and a thickness of 50 cm (Wadhams, 1991). As the penetrating wave field moves through this ice edge pancake zone it gradually loses energy, but (in the case of the Weddell Sea) only after some 270 km are the waves damped enough to allow the pancakes to freeze together to form a continuous ice sheet (Wadhams et al, 1987). This process of ice sheet formation is called the frazil-pancake cycle (Lange et al, 1989) and is responsible for a significant percentage of ice production in the Antarctic. The pack expands until September-October, followed by retreat and break-up due to warmer temperatures and the effects of the wave field.

The nature of pancake icefields makes study of their detailed motion very difficult. The small size of the cakes and their constantly changing aggregations (Wadhams et al, 1996) precludes the use of satellite feature-tracking methods, such as that of Kwok et al (1998). The International Programme for Antarctic Buoys (IPAB) maintains collaboration among national groups deploying buoys on the sea ice, but all buoys currently in this programme are designed to be deployed on solid pack ice. Further, conventional satellite-tracked Argos drifters cannot resolve the short time-scales of pancake motion (Martinson and Wamser, 1990) due to long gaps between position fixes. It is possible that short time-scale alternations of convergence and divergence have important implications for overall ice production rates through exposure of new sea surface. Studies by Leppäranta and Hibler (1987), for instance, suggest that more than 25% of the energy of the strain rate invariants in sea ice may occur at periods between 0.5 and 3 hours.

USE OF SATELLITE TECHNOLOGY 

The ice drifters use three different satellite systems for position determination, data telemetry and control. Two of the systems (Argos and GPS) are well proven, but the third system (Orbcomm) is relatively new and untested. The experiment has therefore been designed to collect as much operational data as possible using the Orbcomm system so that our experience will allow a detailed assessment of its potential for data collection from remote locations.
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Argos

The Argos system, carried on board the NOAA weather-imaging satellites, has been the system of choice for low-power environmental data collection and position tracking for more than 20 years. However, the prime purpose of the NOAA polar-orbiting satellites is to collect daytime imagery of the earth and its weather systems, and the orbits of the spacecraft are arranged to image a swath on either side of a given point on the earth's surface at roughly the same local solar times each day. The general picture can be seen in Figure 5, which shows every pass of the two operational NOAA satellites that would have been seen by a drifter at 57°N during September 1995. An important feature of the graph, and one of concern to many users of Argos, is the several hour gap in coverage around midnight local time, a direct consequence of the orbital configuration described above. An experiment that aims to recover an uninterrupted time series must therefore ensure that a sufficiently large stack of historical data is transmitted to bridge the largest expected gap in the satellite coverage. The situation is worst at the equator but improves for experiments lying closer to the poles because of the convergence of the sub-satellite tracks of polar orbiters at high latitudes.

Data collection rates are also limited, with a maximum message length of 32 bytes. At the present time, message acknowledgement is not possible with Argos, which means that the user must ensure that sufficient redundancy is built into his data stream to cope with coverage gaps and transmission errors. This limits practical data throughput to the order of 1 kbyte per day. Significant enhancements to the system are planned which will allow a proper data acknowledgement protocol and increased data rates.

Given a favourable overpass, Argos can also compute platform locations using Doppler measurements combined with accurate satellite orbitography. In practical terms, km-scale location accuracies are achieved, which is perfectly adequate for many purposes, though not for the deformation and dynamics experiment described here. A major advantage of Argos compared to other systems is that its frequency allocation (401.65 MHz) is in a particularly clean part of the spectrum, allowing the use of low power transmitters (0.1W) by animal trackers and the like. The system also offers true global coverage.

GPS

[image: image6.bmp]The Global Positioning System (GPS) is a US-operated military satellite navigation system, implemented using a constellation of 24 or more satellites in high orbit to ensure global operability round the clock. The GPS user equipment is passive - unlike Argos it does not transmit. Range from each satellite in view is estimated by measuring the transit time of signals broadcast by the satellites. Ranges thus determined are called pseudo-ranges as the receiver's clock is not initially synchronised to the satellites' clocks. The receiver computes the position of each satellite using a set of orbital parameters (the ephemeris) contained in the broadcast signal, and thus is able to infer its own position. A 2‑dimensional solution (latitude, longitude and time) requires ranging to three satellites. The system is currently operated by the US Departments of Defense and Transportation; the former exercising the right to degrade the accuracy available to civilian users by introducing errors into the satellite clocks, the broadcast ephemeris, or both. Full accuracy denial is termed Selective Availability (SA), and increases the 2-σ error in computed GPS locations from a few metres to about 100 m. In our application, these errors will largely be removed by differential post-processing techniques (Figure 6). SA was turned off on 1 May 2000, but has affected the early part of our experiment. For a fuller description of GPS, see, for example, Daly (1993). 

Orbcomm

This is the first of the new generation of Low Earth Orbit (LEO) satellite messaging systems to be licensed. Satellites consist of discs about one metre in diameter prior to deployment of solar panels and antenna. Two satellites were launched into polar orbit during 1995, using a Pegasus rocket piggy-backed on to a Lockheed L‑1011 aircraft. After a prolonged period of launcher problems, 35 satellites are now in orbit, making up the complete constellation (although Orbcomm have been awarded a licence for an expansion to a 48 satellite constellation). Of the 35 satellites, 32 have been declared operational. The A, B, C and D planes are at 45° inclination and therefore have poor coverage at high latitudes: only three satellites, in the F and G planes (70°), offer a near-polar service (Figure 7). A further launch, possibly to an equatorial orbit, is planned for late 2000.

The system offers both bent-pipe and store-and-forward two-way messaging capabilities, operating in the VHF (138-148 MHz) band. User terminals are known as ‘Subscriber Communicators’ (SCs). Although there have been significant problems with interference close to urban areas, this is not expected to impact offshore operations, and trials of the system have been encouraging. Operational experience of the system is growing rapidly, although it remains difficult to obtain detailed technical information from Orbcomm.

The message structure currently consists of packets transmitted at 2400 bps (scheduled to rise to 4800 bps), and coverage is now global and near-continuous between the polar circles. Messages are acknowledged by the system when correctly received and delivered to a user-nominated mailbox. The platform position is determined, if required, using propagation delay data and doppler shift, or by an on-board GPS receiver. Position accuracy without GPS is similar to that offered by Argos, i.e. km-scale. 
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The limitations on the store-and-forward mode messages (known as globalgrams) have become apparent, with SC originated messages limited to 229 bytes and SC terminated messages limited to 182 bytes. Each SC can theoretically have a maximum of 16 globalgrams stored on each satellite. Currently, satellites will not accept or process globalgrams when in view of a ground (‘gateway’) station. As messages have to be designated as globalgrams or bent-pipe by the SC at the moment of origination, this presently limits the flexibility of the system to adapt to different coverage situations. Work-arounds do, however, exist, and it is expected that the next generation of SCs will be able to adapt more readily to changes in satellite communications mode.

Authorised transceiver manufacturers include Panasonic, Elisra (Stellar), Torrey Science, Magellan and Scientific Atlanta. Elisra were the first to offer a transceiver with a fully integrated GPS engine, although Panasonic now also have one available. Scientific Atlanta have made a chip-set available to third-party integrators. Prices of most units are between $600 - $1000.

The ground segment has started to expand, and there are now active stations in Italy, Argentina, Brazil, Japan and Korea in addition to the four in the US. However the Japanese and Korean stations are not available for international registrations. Further stations are under construction in Malaysia, Morocco, and Brazil, and potential sites have been identified in Russia, Ukraine, Philippines, Botswana, Australia and Oman. 16 international service distribution partners have been licensed. Non-US customers have faced considerable difficulties because of the absence of ground stations, lack of spectrum licensing and the presence of other in-band users. However the situation is improving rapidly. Currently subscription costs are on a fixed cost per unit with two bands of usage (above and below 4 kbytes per month with a typical monthly rate for the higher band being $70). A fully metered billing system based on users’ actual data throughput was to be implemented in July 2000 but was postponed, officially due to technical problems. If this billing system is implemented with the planned charges ($6/kbyte) then it will result in a massive increase in airtime costs for any user with data rates over 0.5 kbytes/day.

Orbcomm have been suffering financial difficulties, and recently (Sept 2000) filed for ‘Chapter 11’ bankruptcy protection. The outstanding debts are believed to stem largely from the system rollout phase, with net running costs being of much smaller concern. Industry opinion is that Orbcomm will prevail, largely because of the commitment of many third-party equipment and system manufacturers to the success of the system, and evidence of increasing service take-up by a diverse range of customers.

ICE DRIFTER DESIGN

Hulls

The buoy was designed to mimic as closely as practicable the properties of the pancakes being studied. DML and SPRI have already built such a buoy in fibreglass for the Odden region of the Greenland Sea (Meldrum, 1998). Ice conditions in the Antarctic, however, demand a rather different approach since, unlike the Odden, Antarctic pancakes consolidate into large ice sheets that exert a much greater force on the buoy. The design must withstand repeated impacts with pancakes and larger floes, as well as static pressure from convergent ice conditions. The buoy was therefore fabricated from 3 mm thick stainless steel sheet, with sensors and antennae supported by a stainless steel tripod (Figure 8). The design also features sloping sides, allowing the buoy to rise up and avoid being crushed between ice floes.

Sensors
The sensor fit included three Betatherm thermistors (narrow and wide range sea temperature, air temperature), a Motorola GPS receiver (position and time), a gimballed vertical accelerometer (wave energy spectrum), a KVH fluxgate compass (buoy orientation) and an R M Young anemometer (wind speed and direction). Custom signal conditioning electronics was designed and built at DML to interface the analogue sensors to the processor module. Meteorological data (atmospheric pressure and sea surface temperature) were collected and transmitted by an entirely independent package consisting of a standard Metocean WOCE SVP-B drifter hull embedded in a well in the main hull. This has the appealing advantage of minimum engineering effort coupled to a high expectation of data integrity.
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The Persistor CF1 processor was chosen because of its computing power, low energy requirements, ease of programming and flexibility as regards memory and interfacing. It is also available in an extended temperature version suitable for use during the polar winter. In addition to sampling the various sensors in appropriate ways, the processor computed the wave spectrum, formatted the data, constructed the message stack and controlled the Orbcomm transceiver. It was also designed to alter sampling strategy according to latitude, and to respond to a simple set of external commands received from the user over the Orbcomm link. Figure 9 shows the general layout of modules within the electronics package.

Communications

The embedded meteorological package used the Argos system for data transmission. This allowed Argos positions to be used as a fallback in the event of total failure of the GPS subsystem. In recognition of the importance to the operational weather forecasting community of timely atmospheric pressure observations from this notoriously data-sparse area, the meteorological data stream was inserted on to the World Meteorological Organization’s Global Telecommunication System (GTS) by the Argos processing centre at Toulouse.

Orbcomm store-and-forward messages (‘globalgrams’) were used for all other data and command strings. Sensor and status data were formatted as two globalgrams every three hours. In order to assure correct reception of the data, and to test data throughput and latency for various paths through the Orbcomm ground segment, replicate messages were interleaved in the message stack and addressed to each of the three Gateway Control Centers in the US, Brazil and Italy.

DEPLOYMENTS

Six buoys hulls were constructed in Cambridge and shipped on board RV Polarstern (Figure 10). Simultaneously, sensor and processors units were built at Dunstaffnage and air-freighted to Cape Town. Final assembly and testing was completed on board Polarstern during the voyage south. A brief trip ashore at the Neumayer Antarctic base allowed a GPS base station to be installed for post-processing purposes. Deployments into the pancake-ice zone were successfully completed in mid April 2000 (Figures 11 and 12), and meteorological data were disseminated via Argos and the GTS shortly afterwards.
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ORBCOMM EVALUATION

We have chosen to evaluate the Orbcomm system, and intercompare it with Argos, on the basis of the following criteria: 

· [image: image11.jpg]
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Data quality

· Data quantity

· Data timeliness

· Energy requirements

· Cost

· Ease of use

· Present and future reliability

Data quality

Orbcomm implements a packet checksum and acknowledgement protocol which is normally implemented within the SC firmware and is transparent to the user. In fact, because of the architecture of the serial data transfer implemented in the Panasonic SC, we chose to retain control over this function and to generate the required checksums within the Persistor. In the event, no corrupt messages were ever received in our Orbcomm mailboxes. This compares very favourably with Argos, where bit errors occur in a significant percentage of received data packets. It should be pointed out, however, that Orbcomm performs no quality control (e.g. to check for erroneous sensor values) on the actual content of the message, and so is unsuitable as it stands for direct insertion of data on to the GTS.

Data quantity

We routinely transmitted 6.6 kbyte per buoy per day using the store and forward (globalgram) mode. The limitation is 16 globalgrams on each satellite per ID, with each globalgram being up to 229 bytes long. This translates to a maximum of approximately 3.6 kbyte of data from a given buoy being stored on a given satellite at any time. It should thus be relatively straightforward to transmit several tens of kbytes per day, even at polar latitudes. Each satellite is capable of storing about 1000 globalgrams, so system saturation could reduce the achievable throughput should many SCs generate globalgrams. The practical data throughput of the Argos system (a few kbyte per day under the most favourable circumstances) is an order of magnitude less than can be achieved with Orbcomm.

Data timeliness

Timeliness is of crucial importance to the weather forecasting community, in that late-arriving data will not be accepted by the forecast model. Acceptable delays are generally of the order of a few hours at most. With typical low-earth orbit periods being of the order of two hours, it becomes important that the data are not stored on the satellite for more than one orbit. The Argos system minimises the impact of orbit delays by collecting significant amounts of data from ‘direct readout’ stations. This is analogous to ‘bent-pipe’ mode in that both the mobile and the ground station must lie within the satellite footprint at the instant of data transmission. All data collected by the Argos satellites are also replayed to the major NOAA ground stations at Wallops Island and Fairbanks. This typically takes place one or more orbit periods after data collection, and so may render such data useless for forecasting purposes. Orbcomm implements an identical architecture in that there are two routes for data through the space segment – ‘bent-pipe’ and ‘store-and-forward’, the latter being known as ‘globalgram’ mode. There are important differences that flow from the relative numbers of satellites and groundstations in the two systems, and the lower inclination orbital planes used by Orbcomm. In essence this means that while there is little difference in the delay between downlink and delivery for bent-pipe data, bent-pipe observations being transmitted via Argos may have to wait many hours for a satellite overpass, particularly in low latitudes. On the [image: image13.jpg]


other hand, the high orbital inclination of the Argos satellites means that the majority of orbits are seen by the Fairbanks ground station, whereas the low-inclination Orbcomm satellites may have to store data for many orbits before downlinking. Orbcomm store-and-forward data may in consequence be delayed by more than 10 hours. The general picture is shown in Figure 14, with our particular results with Orbcomm presented as Figure 15. Delays shown in the latter figure include queuing time on board the mobile and so are in general longer than the true figures for the Orbcomm space segment. This is particularly true for the mobile DML6, where queue times were rather long owing to a problem on board the [image: image14.png]m/s
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A further key distinction lies in the differentiation between bent-pipe and store-and-forward message classes at the point of origination on the mobile. For Argos, no such differentiation exists, in that all messages are available for direct readout and for deferred playback. For Orbcomm, however, each message must be designated as bent-pipe or store-and-forward before being queued to the satellite. This poses operational difficulties, particularly if the mobile is moderately close to a ground station, in that store-and-forward messages are refused by the satellite when it is operating in bent-pipe mode. Workarounds do exist, but the situation is not ideal.

Energy requirements

To a first approximation, the energy consumed by a satellite communication system such as Argos or Orbcomm is proportional to the amount of data transmitted. Argos is currently a one-way system - the mobile transmits ‘blind’ with the consequence that most of the data are never received by a satellite, and much of the mobile’s energy is wasted. Orbcomm is two-way, with full handshaking between the mobile and the satellite. Transmissions are only initiated when a satellite is in view, and messages are acknowledged when correctly received. There is an energy penalty in that the mobile communicator must also contain a receiver. In our system, approximately half of the system energy is consumed in the receiver, but this is more than offset by the much more efficient two-way communication protocol. In practice we found the Orbcomm system to be about 10 times as efficient as Argos in energy terms, at about 2 kbytes per kJ (a standard D-cell contains about 50 kJ).

Usage costs

Hardware costs for Argos and Orbcomm are similar at a few hundred dollars per mobile terminal. The major difference in operating costs lies in the way in which system usage, or data throughput, is charged. Argos charges a fixed daily cost, regardless of the quantity of data transmitted through the system. Currently this cost is in the region of US$10 per day, the exact figure depending on a number of factors including discounting arrangements, the type of mobile, the mode of data delivery and so on. Orbcomm charges a much lower fixed daily cost of about US$1 per day, plus a usage charge of US$6 per kbyte. Thus the net cost per kbyte for both systems depends on the data rate (see Figure 16), with Argos being much more expensive for data rates of less than 1 kbyte per day. Argos becomes significantly cheaper than Orbcomm as data rates move above 2 kbyte per day, but this level of performance is difficult to achieve from Argos, particularly at lower latitudes where overpasses are less frequent.
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Ease of use and long-term reliability

In general, the non-expert user will find Orbcomm easier than Argos to implement as a communications system, although Argos are making considerable efforts to improve the user-friendliness of their service. In most cases, the Orbcomm user deals with a single point of contact (the Orbcomm reseller) to purchase hardware, pay for airtime and resolve any operational difficulties. Data are delivered to unique e-mail addresses and can be as easily accessed via the Internet as standard e-mail. In contrast, the Argos user has first to obtain programme authorisation and an allocation of platform IDs from Argos, pass these ID numbers (and a purchase order) to his chosen hardware supplier, negotiate an airtime agreement and raise a purchase order with his national airtime reseller (ROC in Argos terminology), and finally raise a purchase order to Argos for ID charges, data delivery and other added value services. Data are generally delivered offline, although the most recent 10 days of data may be consulted online via an Internet connection to the Argos processing centres in Toulouse, France or Largo, USA.

On the debit side Orbcomm, as a relatively new system, does suffer from a couple of technical problems, and the company has not been particularly good at dealing with technical requests. Problems include the necessity, already described, to post messages as explicitly bent-pipe or store-and-forward, with the risk that store-and-forward messages may be refused by the satellite. Argos does not require the user to make this distinction. A further problem with early Orbcomm satellites is the susceptibility of the subscriber downlink transmitter to solar flare radiation. As a result, these transmitters are turned off while the affected satellites are at high magnetic latitudes (see Figure 17), and communications with mobiles are handled by the gateway transmitter. Transmissions in this ‘hybrid’ mode are much less likely to be heard by the mobile, and consequently there is a much lower probability of passing messages through a satellite when in hybrid mode. This can be seen in Figure 18, where the hybrid mode A-plane satellites seldom managed to pass any traffic from the Antarctic buoys. Moreover it should be noted that Orbcomm uses a much lower - and wider - band of frequencies than Argos. This in general means a much larger antenna, and a greater susceptibility to in-band interference, especially close to centres of population.

Finally, any potential user of either system must be satisfied that his chosen system will be financially viable for the duration of his application. Argos, with the substantial commitment of both French and US government agencies (CNES and NOAA), seems to have an assured future. For Orbcomm the picture is much less clear, with the company having entered Chapter 11 bankruptcy protection in the US, and user sign-up being much lower than predicted. However many companies have committed to Orbcomm-based products, and it is likely that the system will survive.
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CONCLUSIONS

We were fortunate in this study to be able to depend on a reliable and well-tested communications system (Argos) for part of our data recovery. This allowed us the freedom to experiment with a new and largely untried system (Orbcomm) in an area which desperately needs new communications technologies to support environmental data collection.

As is usual, each system proved to have its own advantages and disadvantages, and the user will have to weigh these up alongside his own priorities. Our conclusions, in many cases specific to our particular application, are summarised in Table 1.


Orbcomm
Argos

Data quality
· No transmission errors because of acknowledgment protocol

· No quality control of physical values before dissemination to user
· Frequent transmission errors: same data must be repeated many times to ensure correct reception

· Quality control may be requested, e.g. prior to insertion of data onto the GTS

Data quantity
· >10 kbyte per day easily achievable, even in store-and-forward mode
· Difficult to achieve more than a few kbyte per day, even in ideal circumstances

Data timeliness
· Store-and-forward can be poor (> 10 hours)

· Bent-pipe timeliness known be good (< 10 minutes), though not tested in this study
· Store-and-forward generally of the order of 2 hours, but can occasionally be much longer

· Bent-pipe < 20 minutes, but not available round the clock owing to limited number of overpasses

Energy requirements
· Energy penalty of receiver more than offset by implementation of full handshake protocol

· Consumption ~0.5kJ/kbyte
· Blind transmission means that most messages are never received and energy is wasted

· Consumption ~5kJ/kbyte

Usage costs
· ~US$1/day + US$6/kbyte

· Costly for high volume users
· ~US$10/day + US$0/kbyte

· Costly for low volume users

Ease of use
· Simple procedure

· Single point of contact
· Generally complex procedure, though good help available from Argos

· Multiple points of contact for many users

Future reliability
· Dependent on financial success
· Assured
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ABBREVIATIONS AND ACRONYMS
ACC


Antarctic Circumpolar Current

AVHRR

Advanced Very High Resolution Radiometer

AWI


Alfred Wegener Institute

CCMS

Centre for Coastal and Marine Sciences

CNES

Centre National d’Etudes Spatiales

DML


Dunstaffnage Marine Laboratory

DKP


Differential Kinetic Parameters

ENVISAT

Environmental Satellite

ERS


European Space Agency Remote Sensing 

ESOP

European Subpolar Ocean Programme

GCOS

Global Climate Observing System

GOOS

Global Ocean Observing System

GPS


Global Positioning System

GTS


Global Telecommunication System

IPAB


International Programme for Antarctic Buoys

LOIS


Land-Ocean Interaction Study

NERC

Natural Environment Research Council

MIZ(EX)

Marginal Ice Zone (Experiment)

NASA

National Aeronautic and Space Agency

NOAA

National Oceanographic and Atmospheric Administration

SA


Selective Availability

SAMS

Scottish Association for Marine Science

SAR


Synthetic Aperture Radar

SIMIP

Sea Ice Model Intercomparison Programme

SPRI


Scott Polar Research Institute

STiMPI

Short Timescale Motion of Pancake Ice

SVP-B

Surface Velocity Programme – Barometer drifter

VHF


Very High Frequency

WOCE

World Ocean Circulation Experiment
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Figure 2.   A comparison between Argos-derived and GPS-derived velocities.  The increased resolution and accuracy of GPS locations leads to a much better velocity signal.  Post processing of the GPS locations to remove errors associated with Selective Availability will yield a further order of magnitude improvement.





Figure 1.   Passive microwave images of maximum and minimum sea ice extent around Antarctica in 1987 from NASA’s Nimbus-7 satellite.





Figure 4.   Pancake ice in a young icefield.  The raised edges are caused by repeated collisions between cakes of frazil ice.





Figure 3.   The principal currents in the Southern Ocean, showing the eastward flowing ACC (from Gloersen, Campbell et al, 1992).





Figure 5.  Pass durations at latitude 57° for the two NOAA satellites used by the Argos system in 1995, as a function of local mean time.  The several hour gap around local midnight can be troublesome.
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Figure 6.   In certain circumstances, GPS locations computed by on board a drifter may be differentially post processed (DGPS) to remove the main error terms. Location and velocity accuracies typically increase by an order of magnitude.





Figure 7.   Orbital planes for the Orbcomm constellation.  The D-plane satellites, launched in December 1999, have been placed in an inclined orbit.  At present, only the three operational satellites in the F and G planes give polar coverage.





Figure 8.   The ice buoy during construction.  Overall diameter is 1.25 m.  The main electronics package lies below the central SVP-B meteorological sphere.  Sensor and antenna cables run inside the tripod legs.
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Figure 9.   Layout of components within the DML sensor and electronics package.





Figure 12.   Buoy release amongst pancake ice.�






Figure 10.   RV Polarstern at Neumayer.











Figure 11.   Layout of the deployment array.
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Figure 15.   Actual data delays experienced by six Orbcomm mobiles.  The figures include the time that the data remained in the message queue on board the mobile.








Figure 14.   Close to a ground station, Orbcomm will relay the majority of data in near-real-time.  Messages classed as store-and-forward are liable to be delayed by many hours, and will be refused by the satellite if it is bent-pipe mode.  For Argos, all bent-pipe traffic will also appear a few hours later in the store-and-forward datasets.  Bent-pipe data may suffer additional delays because of the significant time that can elapse between the observation and the next satellite overpass.





Figure 13.   Elements of the Orbcomm data path from observation to end user.




















Table 1.   Comparison of key attributes of Orbcomm and Argos.  For a fuller explanation refer to preceding paragraphs.





Figure 18.   Data throughput as a function of Orbcomm satellite plane.  The polar orbiters FM03 and FM04 proved to be the most useful.  The A-plane satellites, which operate in hybrid mode over the south Atlantic and polar regions, were practically unusable in our area.





Figure 17.   Geographical areas in which early Orbcomm satellites operate in hybrid mode, with reduced chance of successful communication with mobiles.  Much of the South Atlantic  and both polar regions are affected.





Figure 16.  Approximate costs of Orbcomm and Argos as a function of data rate. Note that both scales are logarithmic.
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