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1.
Introduction


The U.S. National Centers for Environmental Prediction (NCEP) produces SST analyses used for climate monitoring and modeling and as a boundary condition for atmospheric models.  Real time monitoring of NCEP's Optimum Interpolation (OI) SST fields (Reynolds and Smith, 1994) and recent comparisons with products from other organizations revealed a number of weaknesses of the OI data set.  These findings have resulted in several modifications of SST processing at NCEP and the upcoming release of reanalyzed SST fields.


A two-dimensional variational method, 2DVAR, will replace the OI analysis.  This technique produces very similar results to the OI but is computationally more efficient.  The more important analysis changes are improvements in the corrections of satellite bias and the use of sea ice, as will be discussed below.

Three types of data are input to the NCEP SST analysis: in situ observations from ships and buoys, SST values derived from radiance measured from the Advanced Very High Resolution Radiometer (AVHRR) aboard NOAA polar orbiting satellites, and SST values simulated from sea ice data.  Similar to the OI, the 2DVAR fields will begin in November 1981 when multiple infrared channels became available on the AVHRR.  The multiple channels allow for better removal of cloud contaminated radiances resulting in improved retrieval accuracy.

2. Comparisons and enhancements
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The external analyses used for comparisons to be discussed here are both from the UK Meteorological Office (UKMO).  The Global sea-Ice and Sea Surface Temperature data set (GISST), described in Rayner et al. (1996), uses in situ, satellite and sea ice data.  The Meteorological Office Sea Surface Temperature data set (MOHSST), described in Parker et al. (1995), incorporates in situ data only and is used as input to GISST.


Month by month comparisons generally show that the OI is colder than GISST, particularly in the extratropics.  Figure 1 shows the eight-year average of the difference between the two analyses.  Small-scale differences in high gradient areas are due to resolution differences between the two analyses.  On the large scale, the OI is significantly colder in the polar regions and in the southern mid-latitudes.

a) Bias correction of satellite data


Part of the difference seen in figure 1 has been attributed to undercorrection of biases in the satellite data in the OI analysis.  Satellite data are important to the NCEP analysis because they improve the coverage and spatial resolution over in situ data alone.  However factors such as atmospheric water vapor, atmospheric aerosols and satellite instrument calibration can cause biases which must be corrected (e.g., see Reynolds, 1993).


The need for correction of satellite biases can be seen in the set of time series shown in figure 2.  Monthly SST anomalies computed from 60(S to 60(N for the period 1982-1997 are shown for three analyses: the OI, a version of the OI that uses uncorrected satellite data, and the in situ only MOHSST data set.  Since the global coverage of the MOHSST analysis is not complete, the time series were computed only over regions where all analyses were defined.  The result shows that the MOHSST tends to be slightly more positive, roughly 0.1oC, than the OI analysis throughout the 1990's.  The differences between the two OI versions are much larger than the differences between the UKMO and bias corrected OI. In particular, the impacts of the large negative satellite biases from the volcanic aerosols from El Chichón (1982-83) and Mount Pinatubo (1991-92) are clearly shown.  These results demonstrate the importance of the real-time satellite bias correction, but also indicate that the correction scheme for the OI was not completely removing the biases.


Both the OI and the 2DVAR have a preliminary step in which any large-scale satellite data are removed relative to the in situ data.  In the OI this is based on a Poisson technique as described in Reynolds (1988).  The bias correction in the 2DVAR is done using a preliminary 2DVAR analysis of the differences between the weekly satellite and in situ data on a 1( grid.  This step is an improvement over the Poisson technique because the 2DVAR allows the spatial smoothing scales to be specified along with the error statistics of the data and the first guess.  This technique allows a stronger correction of persistent biases even with sparse in situ data.  Furthermore, the recent extension of the Comprehensive Ocean-Atmosphere Data Set (COADS) to 1997 provides additional in situ data to use in the bias correction.

b) SST Simulated from Ice Cover.

Analysis differences in the polar regions can be attributed partially to the method used to convert ice cover to a SST value.  Figure 3 shows a time series of GISST and OI SST anomalies averaged from 70(N to 90(N.  The anomalies are relative to a climatology produced by the U.S. Navy (Teague et al., 1990).  The SSTs used here are averages that include only the ice-free portions.  The OI is clearly too cold, particularly in the summer months.


For the OI, a SST value of ‑1.8(C is added at locations where the sea-ice concentration is greater than or equal to fifty percent.  This practice provides biased results near the ice margins where SSTs are highly variable. The 2DVAR will adopt the GISST algorithm that uses a climatological regression between collocated SST data and sea-ice concentrations to provide more realistic SST values.


Differences among SST products in the polar regions are also due to the ice analyses themselves.  The regression described above was developed using a "homogenization" of ice fields, including a subjective analysis of in situ and satellite microwave and infrared observations (Knight, 1984) and an objective analysis of microwave satellite observations (Nomura, 1995 and Grumbine, 1996).  It is expected that the 2DVAR will use these homogenized ice fields up through at least 1998.

c) Quality control of in situ and satellite data 


Regular monitoring of the real time data preprocessing for the OI has shown a potential for the rejection of valid in situ and satellite observations during periods of strong interannual change. Data screening has been done using standard deviation fields developed from historic in situ observations.  During initial processing of the OI in 1993, a wider screening window had been set in the preprocessing scheme for the tropical Pacific during the 1982-1983 El Niño.  However, the limits were not flexible for the real-time processing. The advent of satellite measured temperatures and the increase in the number of in situ platforms has allowed us to better define the potential variations in temperature.  New standard deviation fields, which take advantage of the increased data coverage of the last two decades, and a first guess, will be used to screen data for the 2DVAR analysis.


Figure 4 shows the eight-year average of the difference between a preliminary version of the 2DVAR and GISST.  The differences seen in figure 1 have been removed from the polar regions and reduced elsewhere.  The remaining large-scale differences are believed to have two components.  The first is a small residual bias in the satellite data that is difficult to completely correct in the Southern Hemisphere extratropics where in situ data are sparse.  The second is likely due to non-linear differences in the in situ data processing at the two Centers.

3.
Conclusion


Comparisons of various SST products have been very instructive and have lead to NCEP's development of a new analysis scheme referred to as the 2DVAR.  Corrections of biases in satellite data are required to maintain the large-scale accuracy of the analysis for climate studies and modeling.  Preliminary results show that the 2DVAR reduces the residual biases.  However, some residuals remain which will be difficult to eliminate.


The method of simulation of SSTs using sea ice data has been shown to be vital to producing accurate analyzed data in the polar regions.  The method used for the NCEP OI analysis was too simplistic, yielding a cold bias in those regions. The 2DVAR will adopt a technique developed at the UKMO, which uses the relationship between ice concentration and SST, to produce more realistic simulated SST data.  However, the accuracy of present ice analyses and the method of converting ice to SST are uncertain and need to be verified with independent data.


The 2DVAR will also employ updated observation screening limits, which should reduce data rejection that may have lead to underestimated departures from normal in the past. Further dissimilarities with other products indicate differences between in situ processing that should be examined.
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Figure 1.  Average difference of monthly SST analyses (OI minus GISST 2.3b) for the period 1990-1997.
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Figure 2.  Average SST anomalies for  60°N to 60°S for MOHSST and OI analyses.  The averages are computed over common areas where all analyses are defined. The times series labeled "OI (no bc)" is from a special version of the OI analysis without the real-time bias correction of the satellite data (see text).
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Figure 3.  Averaged (70°N to 90°N) SST anomalies from GISST and OI analyses.  The anomalies are relative to the US Navy's Arctic SST climatology.  The SSTs are computed only over open water.
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Figure 4.  Average difference of monthly SST analyses (2DVAR minus GISST) for the period 1990-1997 (Compare to Figure 1).
