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The Hadley Centre sea‑Ice and Sea Surface Temperature (HadISST) data sets are the successors to the Global sea‑Ice and Sea Surface Temperature (GISST) files (e.g. Rayner et al., 1996). Part of HadISST1 will be used in the ECMWF 40‑year Reanalysis. HadISST1 contains a number of new techniques of quality control and data reconstruction compared to GISST.

A major development in HadISST1 is that the eigenvector‑projection technique, which was used to create the global and regional reconstruction of SST in GISST2 and 3, has been replaced by a reduced‑space optimum interpolation (RSOI) procedure (Kaplan et al., 1998), also using eigenvectors. These were calculated over the period 1958-1997 from a blend of bias-corrected Advanced Very High Resolution Radiometer (AVHRR) satellite-based SST anomalies with Met. Office Historical SST (MOHSST) and Comprehensive Ocean - Atmosphere Data Set (COADS) in situ SST anomaly superobs. RSOI is better than eigenvector projection because it takes account of the estimated uncertainties in the input data (Kaplan et al., 1998) and is therefore less likely to yield unstable or extreme results in data‑sparse situations. RSOI was used to reconstruct fields for the whole period of HadISST1, using the MOHSST and COADS superobs up to 1981 and the bias-corrected AVHRR data also from 1982 onwards. For 1870 to 1948, the eigenvectors and reconstruction were on 4o latitude x 4o longitude resolution; for 1949 onwards, the resolution was 2o latitude x 2o longitude. The grid elements were arranged so that one row was centred on the equator, allowing a sharper representation of the equatorial Pacific cold tongue in La Niña events. The inter‑monthly persistence in the HadISST1 analysis after 1982 (Fig. 1) is better than in GISST3 for which a Laplacian blending scheme was used to adjust the AVHRR data and combine them with the in situ data. The autocorrelations between successive months were too low in recent years in GISST3 data (Hurrell and Trenberth, 1999). A key aspect of our use of the RSOI technique is the explicit accounting for global warming, by removing the leading global eigenvector from the data before performing the RSOI, and adding it on again afterwards. This EOF well represents the pattern of global warming. We did this because it is essential to detrend the data before applying optimum interpolation and related techniques; otherwise, there will be a bias towards climatology in data‑sparse areas. We have not yet used reduced space optimum smoothing (RSOS), an extension of RSOI which includes temporal as well as spatial interpolation (Kaplan et al., 1998), as we consider that further investigation of RSOS is required.
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Figure 1. Correlation between SST anomalies for consecutive months. a) HadISST1 1951-70; b) GISST3.0 1951-70; c) HadISST1 1982-98; d) GISST3.0 1982-98; e) Reynolds and Smith (1994) 1982-98

Secondly, we have replaced the data used for superposing local detail on the global and regional reconstruction of SST. In GISST3 these were from the monthly MOHSST6 data set (Parker et al., 1995a) and required substantial data-adaptive smoothing. We have now used MOHSST7, in which extra quality control procedures were added to reduce sampling and random measurement errors as described in the Appendix. Only light data-adaptive smoothing was required during the superposition of MOHSST7. Figure 2 shows running 10‑year standard deviations of SST estimated using MOHSST7 (solid) and MOHSST/COADS anomaly superob data (dashed, similar but not identical to MOHSST6) for four sample locations. In each case, the earlier part of the record has lower variance in MOHSST7, because we have reduced the contribution of sampling and random [image: image2.wmf]
Figure 2. Running 10-year standard deviations of SST estimated using collocated MOHSST7 (solid) and MOHSST/COADS (dashed) for four sample locations. The spatial resolution was 4 o through 1948 and 2 o  thereafter.

measurement errors to the total variance which was undesirably enhanced in the early part of MOHSST/COADS. Overall the variance of MOHSST7 is more homogeneous. The combination of the RSOI reconstruction and MOHSST7 has resulted in an improved behaviour of the inter‑monthly persistence in HadISST1, compared with GISST3 (Fig. 1). 

In addition, the superposition of MOHSST7 has overcome the problem of loss of local variance in well‑observed regions. This problem arises from the relatively large spatial scale of the eigenvectors used in the RSOI. Figure 3 compares the RSOI analysis with the final HadISST1 field for February 1963 for the North Atlantic. The superposition of the MOHSST7 values has enabled HadISST1 to show the extreme anomalous cold of the North Sea during the severe winter of 1962‑3 in which easterly winds predominated and sea‑ice was reported up to nearly 0.5km off parts of the southeastern coast of the UK. 
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Figure 3. Sea surface temperature, relative to 1961-1990, for the North Atlantic, February 1963: a) RSOI analysis; b) HadISST1, i.e. RSOI analysis with MOHSST7 superimposed with light data-adaptive smoothing.
Overall, the RSOI makes the analysis nearly globally complete, filling the gaps in the MOHSST - COADS combination; whereas the superposed MOHSST7 data add well quality-controlled local details where possible. Figure 4 compares the annual global average SSTs, 1871‑1998 relative to 1961‑1990, for open water areas from HadISST1 with those calculated from MOHSST6 and MOHSST7. The HadISST1 and MOHSST7 averages (calculated by area‑weighted averages of each gridbox) are nearly always within the 2σ error bars of the optimum averages (Kagan, 1979; Shen et al., 1998) of MOHSST6. The agreement of HadISST1 with MOHSST7 is expected to be close because of the superposition of the MOHSST7 data. Differences, mainly before about 1930, arise because the averages are not calculated from collocated grids, and because the input data to MOHSST7 and HadISST1 are not identical to those for MOHSST6D. Note that the HadISST1 averages exclude areas outside the RSOI reconstruction; for those areas we continue to use a Laplacian interpolation technique as in GISST (Rayner et al., 1996).
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Figure 4. Annual global average SSTs, 1871-1998 relative to 1961-1990, for open water areas from HadISST1 (solid), MOHSST6 (blue dots and 2 sigma error bars) and MOHSST7 (red dashed). HadISST1 and MOHSST7 averages were calculated by area-weighted averaging of each gridbox; MOHSST6 values are optimum averages.
Thirdly, the historical record of sea‑ice concentration has been adjusted to be homogeneous with recent satellite‑based estimates, once the latter have been modified to compensate for the impact of melt ponds and wet snow on passive microwave sensing. Figure 5 shows that the total sea‑ice areas in each hemisphere are more homogeneous in HadISST1 than in GISST3.0: here we also show GISST3.1 in which provisional adjustments were made to recent sea-ice data to make them homogeneous with historical records, for use in forcing recent Hadley Centre atmospheric runs. Finally, the statistical procedure for estimating Arctic SST in sea‑ice zones used in GISST has been modified to improve consistency with limited observational data for the central Arctic ice‑pack. 

  [image: image5.wmf]
Figure 5. Total sea ice area (/106km2) in Northern (top) and Southern (bottom) Hemispheres from HadISST1 (solid), GISST3.0 (dot-dashed), and GISST3.1 (dotted), July to September, 1871-1998.
The next planned upgrade, not expected for at least 18 months, will be based on a substantial strengthening of the basic data by an observation - by - observation  blend of COADS with the Met. Office marine data bank along with newly‑digitized historical marine data. This blending procedure is expected to be completed in 2000. Also, the RSOI may be replaced by RSOS as noted above. Corrections to the pre‑1942 SSTs for the use of uninsulated buckets will be modified if the newly‑ incorporated data require this. Interestingly, recent atmospheric model simulations of global land surface air temperature suggest that the existing bucket corrections have very good skill (Fig. 6). Here the Hadley Centre's HadAM3 model was forced with GISST3.1 that has reasonably homogeneous sea-ice data.

So far, no adjustments have been made to post-1941 SSTs. A new project is planned to assess the need for adjustments to modern SSTs and marine air temperatures to compensate for diverse possible biases in the measurement techniques. Evidence of the need for this was presented by Folland et al. (1993), though we do not believe the problems are as serious as those currently corrected.
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Figure 6. Simulations of Northern Hemisphere land surface air temperatures using the Hadley Centre atmospheric model HadAM3 forced with GISST3.1 with (green) and without (red) bucket-corrections (Folland and Parker, 1995) to SST. The black line is the observations (Jones, 1994).
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APPENDIX 1.   CREATION OF MOHSST7 DURING THE DEVELOPMENT OF HadISST1.

The purpose of MOHSST7 is to provide a homogeneous data set that can give more detail on subregional space scales than can RSOI procedures alone.

a) We created 1o latitude x 1o longitude (hereafter "1o area") pentad superob anomalies relative to the GISST2.2 1961-1990 climatology (Parker et al., 1995b) and recorded their numbers of constituent observations. The same quality‑controls were applied to individual observations as in MOHSST6 (Parker et al., 1995a).  The input data do not include any superobs from  COADS, as we have insufficient information for these to go through the procedures below. As a result, the coverages in MOHSST7 are slightly lower than in MOHSST6, particularly over the Pacific.

b) Folland and Parker (1995) bucket corrections, which are on 5o area and monthly resolution, were interpolated to 1o areas and added to the pentad data for the appropriate month (1870‑1941).

c) For 1956‑1995, we calculated the mean μ and standard deviation σ of the superob anomalies for each 1o area and calendar pentad. We also calculated the mean μd and standard deviation  σd of the difference between a given 1o area pentad superob anomaly and the average of its neighbouring anomalies for each 1o area and calendar pentad. These statistical fields were interpolated 5 times by filling missing areas with the average of 3 or more neighbours if available. Remaining gaps were filled with zonal averages, if available, otherwise with global averages. The fields were smoothed a number of times. The smoothing was stronger where gaps had been filled using the zonal or global mean.

d) If the difference between an individual 1o area pentad superob anomaly and the average of its neighbours deviated from μd  by more than 2σd , the superob anomaly was replaced by the average of the neighbours if there were at least 2 of them. Otherwise the superob anomaly was deleted if it also differed by more than 2σ from μ. The contributions of deleted superobs were excluded from the counts of numbers of observations in subsequent steps in the creation of MOHSST7.

e) From each accepted superob we subtracted, where available, the monthly RSOI reconstruction of SST anomalies as used in HadISST1 (see main text) but interpolated to 1o areas. The aim of this subtraction was to remove most of the large‑scale signal, leaving 1o area pentad residuals which consisted of sampling and random measurement error plus some subregional signal. Where this reconstruction was not available, mainly at high latitudes, we used GISST2.3b (1870‑1996) or GISST3.0 (1997‑8). 

f) The residuals were aggregated to monthly and 4o area resolution (1870‑1948) or 2o  area resolution (1949 onwards). No trimming was carried out in this stage.

g) We estimated the combined sampling and random instrumental error variance E of monthly superobs as follows. First, 2o and 4o area resolution fields of variances A2 of constituent 1o area pentad anomalies were calculated for each of the 300 months in 1971‑1995. We regard these fields as estimates of sampling error variance between pentads and 1o areas, only slightly enhanced by random measurement errors as data were plentiful in 1971-1995. Next we accessed the single 30o area resolution SST error field B of Kent et al. (1999), which is mainly random measurement error. We filled missing Arctic and Southern Ocean areas in B using the average for the 45o N to 75o N belt, and linearly  interpolated other missing or data-sparse areas. An estimate of the combined sampling and random instrumental error variance of individual observations, Ea , was then defined as: 
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Ea was then averaged over all months in 1971‑1995 and gaps in the resulting 2o  and 4o resolution fields were filled using bilinear interpolation. The 0.75 is an empirical factor to account for the inclusion of some random measurement error variance in A2  and some sampling error variance in B2. The 4o  area resolution field was divided by the number of observations n (after this had been reduced following quality‑control of the pentad superobs (see d) above)) in each 4o area in each month of the record from 1870 to 1948, and the 2o area resolution field was used similarly for 1949 to 1998. This gave the field of E, the combined sampling and random instrumental error variance of individual monthly superobs, for each month in the historical record:
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h) We calculated the total variance V of the 4o and 2o area monthly residuals within 1956‑1995 for each calendar month. V consists of true subregional-scale variance plus sampling and random measurement error.

i) The 4o (2o) area residuals in each month in 1870‑1948 (1949‑1998) were multiplied by the factor K defined by:
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The factor K scales down the residuals so that their variance becomes equivalent to the estimated true subregional-scale variance.

j) The large scale signal as defined in e) above was added back.

Note that a 5o area resolution stand‑alone version of MOHSST7 has also been created. For this, the aggregation (f) was to 5o area resolution throughout the record, and the procedures in (g), (h) and (i) were carried out on this resolution.
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